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Resumo

Buscas geo-textuais envolvem palavras-chave e restrições de localização espacial. Um

exemplo é a busca por Pontos de Interesse (POIs), como escolas e supermercados, em

aplicativos como Google Maps. Notavelmente, a maioria dos sistemas existentes realiza

buscas separadas para cada tipo de POI. Estudos recentes propuseram mecanismos para

recuperar grupos de objetos geo-textuais heterogêneos, espacialmente próximos e relevantes

a um conjunto de palavras-chave. Por exemplo, um tipo de busca chamado Correspondência

de Padrão Espacial, do inglês Spatial Pattern Matching (SPM), recupera grupos de POIs ou

outros objetos geo-textuais com base em padrões espaciais com palavras-chaves e limites de

distância, porém não considera requisitos qualitativos, como a conectividade entre objetos.

Assim sendo, algoritmos SPM não podem resolver de forma eficiente consultas tais como

“encontrar shoppings que contenham uma academia de musculação em seu interior”.

Nesse sentido, esta dissertação investiga a “Correspondência de Padrão Espacial

Quantitativo e Qualitativo” (CPEQQ), um tipo mais flexível de busca geo-textual com

palavras-chave, restrições de distância, relação topológica e exclusão entre objetos geo-

textuais buscados. Propõe-se uma formalização matemática e uma abordagem com três

estratégias eficientes de solução para consultas CPEQQ.

A primeira solução proposta, QQESPM-Quadtree, é independente de bancos de dados

espaciais e usa a indexação IL-Quadtree em disco. A segunda, QQESPM-Elastic, converte

o padrão espacial da busca em consultas espaciais nativas do Elasticsearch. A terceira,

QQESPM-SQL, transforma os requisitos espaço-textuais da busca CPEQQ em uma única

consulta SQL eficiente, utilizando funções e indexação espaciais no PostgreSQL.

Experimentos com dados de POIs de Londres compararam a eficácia e eficiência

das três soluções propostas para o tipo de busca QQ-SPM. Os resultados mostraram a

eficácia da formalização e abordagem propostas. A solução QQESPM-SQL destacou-se

em escalabilidade por apresentar tempos de execução robustos com conjuntos de dados

maiores. Entretanto, QQESPM-Quadtree e QQESPM-Elastic mostraram vantagens em

alguns cenários específicos.
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Abstract

Geo-textual searches involve keywords and spatial location restrictions. One example is the

search for Points of Interest (POIs), such as schools and supermarkets, in applications such as

Google Maps. Notably, most systems perform separate searches for each type of POI. Recent

studies have proposed mechanisms to retrieve groups of geo-textual heterogeneous objects,

closely located and relevant to a set of keywords. The Spatial Pattern Matching (SPM)

query retrieves groups of POIs or other geo-textual objects based on spatial patterns with

keywords and distance thresholds, although it does not consider qualitative requirements

such as connectivity between objects. Consequently, SPM algorithms cannot efficiently

solve queries such as “finding shopping malls that contain a training gym inside”.

In this sense, this dissertation investigates “Quantitative and Qualitative Spatial Pattern

Matching” (QQ-SPM), a more flexible type of geo-textual search with keywords, distance,

topological and exclusion constraints between the searched geo-textual objects. A

mathematical formalization and an efficient approach composed of three solution strategies

for QQ-SPM searches are proposed in this research.

The first proposed solution, QQESPM-Quadtree, is independent of spatial databases and

uses on-disk IL-Quadtree indexing. The second, QQESPM-Elastic, converts the spatial

pattern of the search into native spatial Elasticsearch queries. The third, QQESPM-SQL,

transforms the spatio-textual search requirements into a single and efficient SQL query,

employing spatial functions and indexing in PostgreSQL.

Experiments using a dataset of POIs from London compared the effectiveness and

efficiency of the three proposed solutions for QQ-SPM queries. The results confirmed the

effectiveness of the proposed formalization and approach. The QQESPM-SQL solution

excelled in scalability by presenting robust execution times for larger datasets. However

QQESPM-Quadtree and QQESPM-Elastic presented advantages for some specific search

scenarios.
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Chapter 1

Introduction

With the emergence and popularization of technologies such as GPS, mobile Internet,

Artificial Intelligence, and location-based services, a significant amount of geo-textual data

is being generated and consumed daily[24, 27, 28, 38, 50, 52, 81, 120]. The smartphone era

has led to a growing demand for keyword search systems, and the need for efficient indexing

systems and algorithms capable of processing this large volume of data properly[24, 61].

Geo-tagged microblog posts and web pages related to entities with physical locations are

examples of geo-textual content, encompassing both textual and geographical information,

constantly being generated[28, 38]. Additionally, the inclusion of new Points of Interest

(POIs), which are places of social function such as hospitals, schools, and banks, in the

maps’ life cycle is a continuous geo-textual data generation process[80]. As outlined in[13,

28, 37, 116], a geo-textual object has an associated geographical location attribute and a

textual attribute, and it may have additional attributes. Examples include geo-tagged tweets,

POI data, check-in data, or any geo-referenced web content.

Searching for POIs on applications like Google Maps1 is an important example of geo-

textual search, using keywords and location restrictions[81]. Users often have personal

preferences and specific requirements when looking for POIs that match their needs and

geographic location. In certain situations, there is a need to find not just one, but a group

of POIs that are closely located and collectively satisfy the needs of a specific person or

enterprise. A specific arrangement of POIs (or other types of spatio-textual objects) based

on a set of constraints about their relative positions is generally called a spatial pattern,

1https://www.google.com/maps

1
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spatial configuration, or spatial scene[11, 50, 61]. In this work, the term spatial pattern is

used, following Fang et al.[50] and Chen et al.[24].

There are numerous situations where people could benefit from a spatial pattern

searching system. The following scenarios illustrate some examples:

• Finding residential areas: A user might be moving to a new city and want to find a

house within 1km of a good primary school for their children. The person might also

want a shopping mall nearby, for example, within 2km.

• Trip planning: A tourist visiting a foreign country may want to stay in a hotel close to

major tourist attractions or specific types of attractions, such as a hotel near a museum

and a beach.

Users typically find POIs through recommendation systems or keyword-based search

systems[50, 52]. In keyword-based searches, two fundamental types of spatio-textual queries

have been extensively studied: range queries and k-Nearest Neighbors (kNN) queries[28,

108]. Range queries retrieve spatio-textual objects within a specified distance from a central

point while matching the query keywords (e.g., locating all restaurants within a 5-kilometer

radius from a user’s current location). In turn, kNN queries identify the top-k nearest objects

to a given central point that satisfy specific keywords (e.g., finding the three closest gas

stations to a particular address)[28, 108].

Numerous algorithms and indexes have been developed to address these classical spatial

queries efficiently. However, more complex spatial queries, such as those requiring the

retrieval of a group of POIs of different types that collectively meet a set of requirements,

have received limited attention in the literature. Few researches have focused on optimizing

the performance of spatio-textual queries with more elaborate parameters and complex

search constraints[27, 44, 50, 65].

The Spatial Pattern Matching (SPM) query, formally proposed by Fang et al.[50] and

investigated in various works[24, 51, 52, 81], aims to identify groups of POIs that conform

to a user-defined spatial pattern established by keywords and distance requirements. For

example, suppose a user seeks an apartment next to a primary school for their children and

wants a hospital nearby due to a chronic disease. However, the person wants to avoid living

too close to the hospital for hygiene reasons. An apartment between 200m and 1km away



1.1 The Problem 3

from a hospital and at most 2km away from a school would be reasonable. Such requirement

can be modeled as a spatial pattern graph using keywords and distance requirements. The

spatial pattern for this search can be represented as a graph as outlined in Figure 1.1 (A).

Figure 1.1: Example of a distance-based spatial pattern (A) and a qualitative and quantitative

spatial pattern (B)

1.1 The Problem

While the traditional SPM query proposed by Fang. et al[50] is highly effective for

scenarios with only distance constraints among queried POIs, it cannot address qualitative

topological (connectivity) requirements between these entities. Consequently, traditional

SPM algorithms are limited to searching spatial patterns with only distance constraints. In

certain situations, users need more versatile solutions[90] to search for diverse spatial pattern

configurations with both quantitative and qualitative requirements. For example, in a query

such as “find a school adjacent to a wooded area”.

To illustrate a more complex search scenario, consider an individual seeking a rental

space within a commercial building for installing a small business. This user wants an onsite

gym and a park with a green area touching the building, in way that the person does not

need to cross any streets to reach the park. Preferably, the commercial building should be

located within 1km of an elementary school for their child’s convenience. This scenario can

be modeled using a spatial pattern graph that incorporates both quantitative (distance) and

qualitative (connectivity) constraints, as shown in Figure 1.1 (B).

Suppose the region for the scope of the described search is as depicted in Figure 1.2,
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comprising three commercial buildings (CB1, CB2, CB3), a residential building (RB1), and

two schools (S1, S2). The search for the spatial pattern illustrated in Figure 1.1 (B) would

yield only two possible solutions (matches), formed by the POIs circled in red, namely (CB1,

S1) and (CB1, S2). Note that the POI CB2 cannot constitute a search solution as it lacks a

training gym, while CB3 also cannot be a solution candidate as it is not adjacent to any green

area. Thus, (CB1, S1) and (CB1, S2) are the only two solutions for the user’s search pattern

in this region.

The situation outlined in the previous example cannot be efficiently addressed by using

the traditional SPM algorithms (e.g., MSJ[50] and ESPM[24]), as it requires a more generic

approach to represent spatial patterns with both quantitative and qualitative requirements,

offering users a more diverse and flexible search parameter format[90]. There are several

geospatial search platforms with appropriate tools for handling such searches, although they

lack a specific or standard way of representing spatial pattern searches. Consequently, the

task of formulating optimized SQL queries, or another query syntax, to address diverse

spatial pattern search scenarios becomes a continuous difficulty and responsibility for

technology specialists. Such difficulties could be overcome by the rise of specific guidelines

for composing and representing spatial pattern searches in different geospatial technologies,

as well as by the availability of software libraries designed specifically for efficiently

addressing spatial pattern searches.

In addition to the absence of technologies designed to address more complex spatial

pattern search scenarios, there is the challenge of computational cost and query execution

Figure 1.2: Finding matches for a spatial pattern quantitative and qualitative search
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time. Numerous geospatial and spatio-textual indexing methods have been developed in the

literature[38, 113, 120], along with studies focused on efficient solutions for basic spatial

queries, such as range queries and top-k nearest neighbor queries. However, the literature

review has revealed a limited number of works concerned with proposing solutions to more

flexible and generic spatial pattern search settings, and directly addressing the performance

issues of its solution approaches.

In this context, this master’s thesis proposes and systematically investigates the

Quantitative and Qualitative Spatial Pattern Matching (QQ-SPM) query as a versatile search

approach for POIs and other types of spatio-textual objects. This search approach allows the

representation of queries with multiple keywords, distance, and topological constraints. This

work proposes guidelines on how to address such a complex type of spatio-textual search

efficiently and details the design of efficient and effective algorithmic solutions.

1.2 Research Objective and Questions

In response to the outlined problem scenarios, the objective of this work is to propose a

solution for the problem of retrieving groups of geo-textual objects (e.g., POIs) conforming

to a set of keywords, distance and topological constraints, minimizing query execution time.

To address such an objective, this master’s thesis envisions answering the following

research questions (RQ):

• RQ1: How to adapt the formalization of the SPM search problem from the literature

to formalize the more generic QQ-SPM query, encompassing qualitative topological

constraints?

• RQ2: Can Inverted Linear Quadtree index be employed to efficiently solve QQ-SPM

queries?

• RQ3: Can Elasticsearch and PostGIS geospatial capabilities be employed to efficiently

solve QQ-SPM queries?

• RQ4: Does the number of search results, dataset size, query keywords and query

spatial constraints impact the execution time of QQ-SPM queries?
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These research questions are treated throughout the document. The question RQ1 is

treated in Section 4.1. QuestionRQ2 is handled in Section 4.2. QuestionRQ3 is investigated

in Sections 4.3 and 4.4. Finally, Question RQ4 is answered in Chapter 5.

1.3 Relevance

There are numerous scenarios in which society can benefit from spatial pattern search

systems[24]. In the field of Human Settlement Analysis, geographers or urban planners

may wish to analyze the occurrence of similar spatial patterns in different locations. They

may employ a spatial pattern search system to identify areas where certain spatial patterns

co-occur, or to pinpoint the presence of unique functions in specific regions, aiding in the

classification of distinct types of human settlements.

Another significant application is Scene Recognition, which aims to identify locations

based on incomplete information regarding attributes of various objects and their

approximate relative positions, without explicit addresses[27]. For instance, individuals may

seek to recall the name of a place they visited based on remembered POIs, such as a coffee

shop, a nearby Chinese restaurant, and a visible car park located approximately 300 meters to

the right of the restaurant. A spatial pattern search for this configuration could yield relevant

places containing this pattern.

Spatial pattern search systems can also play a crucial role in decision-making processes

aimed at preventing natural and urban disasters and addressing urban planning challenges[39,

128]. For example, government entities may utilize these systems to identify areas with

specific spatial patterns that have historically posed risks for natural or urban disasters.

This information can inform resource allocation and strategic decision-making to mitigate

potential hazards. Additionally, certain urban spatial layouts may contribute to traffic

accidents or facilitate criminal activities such as drug dealing[27]. When planning new

districts, governments can verify existing areas with proposed layouts using spatial pattern

search systems. If areas with similar layouts exhibit significant issues related to natural or

urban disasters, governments may reconsider their plans and propose alternative layouts to

enhance safety and security.

Other practical application scenarios benefiting from spatial pattern search systems can
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arise in business place selection[12]. When a company considers opening a new branch,

validating the appropriate location can involve checking existing regions with the proposed

spatial configuration. This assessment helps determine if the spatial configurations align with

the company’s business objectives. Additionally, as discussed previously, spatial pattern

search systems can assist in finding residential areas and in trip planning based on user

preferences. These are common situations where such systems can provide valuable aid. In

conclusion, there are numerous practical scenarios where decision-making processes can be

directly optimized through the use of spatial pattern search systems.

1.4 Contributions

This master’s thesis presents the following key contributions:

• A formal representation of QQ-SPM search, accompanied by mathematical proofs

demonstrating effective pruning methods for finding QQ-SPM query solutions.

• The QQESPM-Quadtree algorithm, which offers a comprehensive solution for the

investigated search scenarios.

• An open-source Python library implementing QQESPM-Quadtree search procedure

which functions independently of spatial databases. It utilizes its own implementation

of the IL-Quadtree indexing structure on disk, allowing the reading of data slices as

needed in a scalable manner to prevent memory crashes.

• The open-source QQESPM-Elastic Python library which automatically converts QQ-

SPM search requests from spatial pattern representation to Elasticsearch geo-queries.

An algorithm controls the invocation of Elasticsearch geo-queries, which sequentially

combine to find the solutions for the entire search pattern.

• The open-source QQESPM-SQL Python library which automatically converts QQ-

SPM search requests represented in a spatial pattern format into a complete and

efficient SQL query, by employing PostgreSQL.

• Extensive performance experimentation involving the execution of thousands of

spatial queries using the proposed libraries.
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• A QQ-SPM application prototype, including a backend API and a frontend layer for

the Web environment, demonstrating the investigated query type in a practical POI

search scenario (shown in Appendix A).

1.4.1 Bibliographic Contributions

This research has thus far produced the following bibliographic contributions.

• The research paper titled “QQESPM: A Quantitative and Qualitative Spatial Pattern

Matching Algorithm” presented and published at Geoinfo 2023.

• The research paper titled “QQESPM: Spatial Keyword Search Based on Qualitative

and Quantitative Spatial Patterns” passing through revisions for publication in the

Journal of Information and Data Management (JIDM).

1.5 Document Structure

The document is structured as follows: Chapter 2 provides a concise review of key concepts

pertinent to this research. In Chapter 3, a discussion on related works is presented. In

Chapter 4, a formalization for the QQ-SPM search is proposed along with the introduction

of an effective approach for solving QQ-SPM queries efficiently. This approach is subdivided

into three solutions: QQESPM-Quadtree approach, QQESPM-Elastic and QQESPM-SQL.

Chapter 5 outlines the setup for performance experiments, compares the proposed solutions,

and discusses the results. Finally, Chapter 6 offers concluding remarks, summarizing key

achievements and suggesting future research directions.



Chapter 2

Background

To efficiently address common spatial queries, such as range queries and kNN queries,

researchers have proposed various spatial and spatio-textual indexing structures. This

chapter briefly reviews some of these indexing techniques. Additionally, it discusses

concepts related to qualitative spatial reasoning and topological relations. This discussion

will provide background for the design of efficient QQ-SPM solutions in Chapter 4, which

demonstrates how to effectively use existing spatio-textual indexes to solve the QQ-SPM

query, simultaneously involving distance and topological constraints.

2.1 Spatial Indexing

A spatial index contains summarized information designed to support efficient spatial data

access methods. These methods enable the selection of objects that satisfy specific spatial

requirements, such as proximity to a given point[7]. Spatial indexes typically rely on

hierarchical tree structures. These structures expedite the removal of irrelevant data during

query execution by partitioning either the space or the data into clusters based on spatial

proximity. Essentially, spatial indexes organize spatial data according to their spatial

attributes, facilitating efficient data retrieval for common spatial queries.

9
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2.1.1 Data-driven vs Space-driven Decomposition

In the existing literature, researchers have explored two primary approaches for

hierarchically decomposing data based on spatial attributes to create tree-based spatial

indexing structures [3, 4, 48, 93]. These approaches play a crucial role in optimizing

spatial data retrieval. The first approach is data-driven decomposition, which centers around

data-driven trees, commonly referred to as balanced trees. In this method, the space

decomposition rule relies entirely on the spatial distribution of the input data. An illustrative

example of data-driven decomposition is the R-tree index, proposed by Guttman[68]. In

the R-tree, the bounding rectangles of the nodes are determined solely based on the spatial

coordinates of the data objects. The R-tree effectively groups nearby objects into nodes,

creating a hierarchical structure that facilitates efficient spatial queries.

In contrast, the second approach is known as space-driven decomposition. This method

of spatial data indexing gives rise to what are commonly referred to as space-partitioning

trees. In this case, the rule for dividing data relies solely on spatial considerations. Quadtree

indexes, initially proposed by Finkel et al.[56], serve as prime examples of space-driven

decomposition. They consistently divide the space hierarchically by bisecting it into smaller

rectangles, which are nodes in the Quadtree. Chapter 4 demonstrates how to efficiently use a

quadtree-based spatio-textual indexing to enhance the performance of the investigated QQ-

SPM queries.

2.1.2 Quadtrees

A two-dimensional Quadtree[56] divides a bidimensional Euclidean space into four

quadrants. During index construction, a universal bounding rectangle is assumed for all

spatial data points. This rectangle serves as the root node of the quadtree. When the number

of data points within this node exceeds a certain limit, it is subdivided into four child nodes

using horizontal and vertical lines passing through the center of the space. These child

nodes correspond to the southwest, southeast, northwest, and northeast quadrants, encoded

as 00, 01, 10, and 11, respectively. Figure 2.1 (A) illustrates the space subdivision process

in a quadtree, while Figure 2.1 (B) depicts the resulting hierarchical tree structure. Each

rectangular subdivision of the space corresponds to a node in the tree. If any of these four
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nodes at the first depth level contains more data points than the specified limit, it is further

divided into four new nodes, each with the same size of bounding rectangle. This hierarchical

and recursive node subdivision continues until all leaf nodes contain fewer objects than the

threshold.

Figure 2.1: Example of a quadtree space subdivision (A) and its corresponding tree structure

(B)

The delimitation of bounding rectangles for nodes in a two-dimensional quadtree is not

determined by enclosing data objects. Instead, it follows a space-driven rule: the nodes

bounding rectangle is always divided through its center, resulting in four equally-sized

children nodes. Each of these nodes represents a specific bounding box within the space.

Consequently, quadtrees fall into the category of space-partitioning trees.

To uniquely identify each node, a strategy following its path up to the root level is used.

Although there is no universal standard, a common convention assigns an empty identifier

to the root node. For other nodes, the identifier is formed by concatenating the parent node’s

identifier with a binary string:

• If a node is the southwest child of its parent, the identifier receives the suffix “00”

• If it is the southeast child, the suffix is “01”

• For the northwest child, the suffix is “10”

• And for the northeast child, the suffix is “11”

These binary numbers (00, 01, 10, 11) encode the hierarchical relationships. As an

example, the node that is the northeast child of the northwest child of the root receives the

identifier “1011”.
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Distinctly, the bounding rectangles for nodes in an R-tree are directly defined by the

spatial data points. Specifically, the node’s bounding rectangle should be the smallest

rectangle that encloses the set of its inner objects. For this reason, R-trees are known

for utilizing a data-driven space decomposition. Both R-tree indexes and Quadtrees share

similarities and can be used interchangeably to index the spatial attributes of a dataset of

objects.

The choice between R-trees and Quadtrees for spatial queries depends on several factors.

Here are some observations: R-trees tend to outperform Quadtrees in nearest-neighbor

queries. However, when dealing with range queries involving a radius greater than 10

miles (approximately 16.09 kilometers), Quadtrees may exhibit better performance, as

demonstrated by Kothuri et al.[77]. Considering the query environment, frequent data

updates may also favor Quadtrees. The PostgreSQL documentation recommends creating

a spatial GiST index (R-Tree) for general purposes, but to consider the addition of spatial

SP-GiST indexes (Quadtree and other space-partitioning indexes), when the dataset exceeds

a few thousand rows. Such an approach can yield performance benefits for queries involving

long datasets. In this work, a series of implementation decisions for the design of efficient

QQ-SPM solutions is based in such recommendations, employing both Quadtrees and R-

trees, as will be discussed in Chapter 4.

2.2 Spatio-Textual Indexing

Spatio-textual indexing structures organize spatio-textual data based on both textual

and spatial attributes simultaneously. Spatio-textual objects consist of data entities

simultaneously containing textual and spatial attributes[13, 28, 37, 116]. In this sense,

for queries involving keywords in addition to spatial requirements, spatio-textual indexes

are generally most suitable. Their combined indexing strategy, considering both text and

location, optimizes query efficiency for both types of requirements. Two common spatio-

textual index structures are the Inverted File R-Tree (IR-Tree), proposed by Wu et al.[113]

and Cong et al.[38], and the Inverted Linear Quadtree (IL-Quadtree) index, proposed by

Zhang et al.[120].

As highlighted in previous research[41, 111, 120, 129], the performance of spatial
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keyword queries tends to suffer when objects are independently organized by separate textual

and spatial indexes. To address this limitation, spatio-textual indexes have been developed.

These hybrid indexing structures aim to enhance the efficiency of queries that involve both

types of data attributes. In Chapter 4, it will be demonstrated how to effectively employ a

spatio-textual indexing to solve QQ-SPM queries efficiently, specifically, the IL-Quadtree

index.

2.2.1 IL-Quadtree

The Inverted Linear Quadtree (IL-Quadtree) index[120] was proposed as a spatio-textual

indexing solution in comparison with other existing indexes, specifically designed to

optimize the processing of top-k spatial keyword search problem. This structure is

particularly well-suited for scenarios where data objects have both a spatial attribute

(location) and a set of keywords. It is most suitable for datasets containing a relatively small

number of distinct keywords. The IL-Quadtree approach involves creating and maintaining

a separate and independent Quadtree index structure for each distinct keyword in the dataset.

Thus, the Quadtree of each keyword indexes all the objects associated with that particular

keyword. If an object has multiple keywords, it will be present in more than one Quadtree,

specifically, one for each of its associated keywords.

The IL-Quadtree index, as outlined in its research article by Zhang et al.[120], is

specifically designed to enhance the performance of the top-k spatial keyword search

problem, which is similarly investigated by De Felipe et al.[41] and Zhou et al.[129]. In

this scenario, a set of spatio-textual objects, a query location q, and a set of keywords are

involved. The goal is to retrieve the k closest objects to the query location q, with each

object containing all the specified keywords. Beyond this, other research has demonstrated

the effective utilization of the IL-Quadtree indexing for more generic search problems. For

instance, Chen et al.[24] proposed the employment of the IL-Quadtree indexing to efficiently

addresses a spatial pattern matching (SPM) search that considers a set of keywords and pair-

wise distance restrictions between the searched objects. This master’s thesis proposes an

efficient way of employing IL-Quadtrees for solving QQ-SPM queries. The detailed steps

will be described in Sections 4.1 through 4.2.2.
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2.3 Qualitative Spatial Reasoning

Understanding and reasoning about spatial aspects of the world is crucial. However, mapping

human spatial reasoning into computational representation remains challenging due to its

context-dependent interpretation, as investigated in[1, 36, 53, 58, 61, 62, 71, 97, 104] .

Existing studies[8, 57, 60, 71, 103] have proposed geometrical approaches to formally

interpret the meaning of natural-language spatial predicates. Although the ambiguity

intrinsic in such definitions is inevitably persistent.

Qualitative spatial reasoning (QSR) involves developing calculi that allow machines to

represent and reason with spatial entities while abstracting away metrical details[36, 62,

85, 91]. The term “Qualitative Spatial Calculi” (QSC) refers to formal theories aimed at

emulating human spatial representation and reasoning abilities[59]. As outlined by Moratz

and Ragni[91], in QSR, two primary investigative scenarios emerge: topological relation

reasoning (involving concepts like “touches”, “contains” and “traverses”) and orientation

reasoning (which considers cardinal directions and other orientation-related aspects).

In this work, the primary focus lies in the topological reasoning aspect. For instance, a

user might seek a training gym WITHIN a shopping mall (topological reasoning), while the

significance of searching for a training gym located to the LEFT (orientation reasoning) of

a specific place may be less pronounced. Although modeling topological spatial reasoning

from natural language to computational representation, such as in[5, 61, 104], is essential,

this research does not delve into this direction.

The proposed approach for solving QQ-SPM queries assumes that each qualitative

spatial predicate expression has an established formal definition without ambiguities. While

prepositions like “near”, “between” and “connected” are challenging to formally define, they

can still be assigned distance thresholds and geometrical conventions as implementation

decisions for computational representations, as investigated by Aflaki et al.[1] and Fogliaroni

et al.[59]. However, in this current research, the use of such complex predicates was avoided.

Instead, this research is restricted to formally defined named spatial predicates such as

“contains”, “intersects” and “within”. These predicates can be precisely represented within

a formal topological model, enabling their computational utilization in spatial pattern search

systems. For instance, users can select from a fixed set of topological relations as qualitative
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connectivity requirements between two searched entities.

2.3.1 Topological Relations

Topological relations, also known as connectivity relations, exhibit special properties: they

are rotation-invariant, translation-invariant, and scaling-invariant. These relations involve

qualitative spatial predicates that specifically represent information related to the topological

aspects of two spatial regions (or geometries, shapes)[6, 32]. In this context, the scope of this

master’s thesis lies in binary topological relations within a 2-dimensional Euclidean space.

Figure 2.2 illustrates examples of the core binary topological relations between two spatial

regions.

Figure 2.2: Example of Topological Relations

The solutions proposed in this work assume that the qualitative query constraints have

a formal and unambiguous computational representation. This requires the use of a formal

topological model to represent the query constraints computationally. The next subsections

review the two most widely-adopted formal topological models. These models can be used

interchangeably for designing and implementing a QQ-SPM solution approach.

Region Connection Calculus

Several models have been proposed in the literature to formally define and represent

topological relationships, aiming to provide a non-ambiguous and computational

representation for them[18]. One important such model is the Region Connection Calculus

(RCC) proposed by Randell et al.[98] and Cohn et al.[35], which serves as a formal method

for defining the possible topological relations between two spatial objects. RCC relies on

axiomatic first-order logic to define the topological relations. The domain of discourse for

this logic is the universe U of all existing spatial regions with a same given dimension. The
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foundational binary topological relation, denoted by the Connected predicate (referred to as

relation C), forms the basis upon which all other topological predicates are defined. RCC

operates based on two fundamental axioms related to the C predicate. The first establishes

that every spatial region is connected to itself. The second establishes that if a spatial region

X is connected to another spatial region Y, the reciprocal also holds, i.e., Y is connected

to X. Table 2.1 provides the boolean expressions that define the most common topological

relations within RCC.

Topological Predicate Meaning Boolean Expression Definition

DC(x, y) x is DISCONNECT from y ¬C(x, y)

P (x, y) x is a PART of y ∀z[C(z, x)→ C(z, y)]

PP (x, y) x is a PROPER PART of y P (x, y) ∧ ¬P (y, x)

EQ(x, y) x is EQUAL to y P (x, y) ∧ P (y, x)

O(x, y) x OVERLAPS y ∃z[P (z, x) ∧ P (z, y)]

PO(x, y) x PARTIALLY OVERLAPS y O(x, y) ∧ ¬P (x, y) ∧ ¬P (y, x)

DR(x, y) x is DISCRETE from y ¬O(x, y)

EC(x, y) x is EXTERNALLY CONNECTED to y C(x, y) ∧ ¬O(x, y)

TPP (x, y) x is a TANGENTIAL PROPER PART of y PP (x, y) ∧ ∃z[EC(z, x) ∧ EC(z, y)]

NTPP (x, y) x is a NON-TANGENTIAL PROPER PART of y PP (x, y) ∧ ¬∃z[EC(z, x) ∧ EC(z, y)]

P−1(x, y) x has y as a PART P (y, x)

PP−1(x, y) x has y as a PROPER PART PP (y, x)

TPP−1(x, y) x has y as a TANGENTIAL PROPER PART TPP (y, x)

NTPP−1(x, y) x has y as a NON-TANGENTIAL PROPER PART NTPP (y, x)

Table 2.1: Formal definitions of the most common topological predicates in RCC

In Table 2.1, it can be observed that the relation “Overlaps” differs from the foundational

relation “Connected”. The latter only requires a point in common, whereas the former

necessitates the existence of a spatial region (with the same dimensionality as the two

regions) that is a common part of both regions. Additionally, the relation “Part” (P (x, y))

is sometimes referred to as “Within”, or simply “In”. Similarly, the relation “Part Inverse”

(P−1(x, y)) is also known as “Contains”. Furthermore, the relation “Externally Connected”

is also known as “Touches” or “Meets”. The RCC8 standard[100] considers only eight

relations: EQ,DC,EC, TPP,NTPP, PO, TPP−1 and NTPP−1. Notably, the logical

inclusive disjunction of the specialized relations TPP and NTPP is logically equivalent

to the more general relation PP . Similarly, the logical conjunction of the relations
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TPP,NTPP and EQ is equivalent to the more general relation P .

Dimensionally Extended 9-Intersection Model

Another equally important topological formalization model is the Dimensionally-Extended

9 Intersections Model (DE-9IM), proposed in previous research[33, 34, 46, 47]. This model

allows for more granular definitions of possible topological relations, including relations

specific to regions with different dimensions (e.g., the relation “Cross”). In DE-9IM, each

possible spatial region divides the entire space into three parts: its interior, its boundary, and

its exterior. Unlike using first-order boolean logic expressions to define binary topological

relations, DE-9IM employs a 3x3 matrix that captures the dimensions of intersections

between the interior, boundary, and exterior of two spatial regions.

Each possible matrix represents a specific topological relation, and the computation of

these intersections for a pair of spatial regions A and B inherently defines the topological

relation between them. Figure 2.3 1 exemplifies the computation of the DE-9IM matrix for

two partially overlapping spatial regions A and B. The resulting matrix yields the topological

relation defined by the numbers 2, 1, 2, 1, 0, 1, 2, 1, 2. Notably, this represents a highly refined

and specific topological relation. Only more general topological relations receive named

spatial predicates. For example, the relation “Covers”, is not determined by a single matrix

but rather by a set of several matrices collectively fulfilling its configuration.

Each named spatial predicates is assigned a DE-9IM matrix pattern governing its

definition. There is a standard[94, 95] for representing specific matrix patterns. Within

this standard, matrix entries can be a number (representing the dimension size of an existing

intersection), or a mask representing a more generic case, as follows:

• F is used to denote the nonexistence of an intersection.

• T represents the existence of an intersection, regardless of its dimension.

• An asterisk (∗) signifies either the existence or nonexistence of the intersection, or

simply indicates missing information about the intersection.

Consider Figure 2.3, where the DE-9IM matrix for two geometries is shown. The matrix

entries are 2, 1, 2, 1, 0, 1, 2, 1, 2. These entries satisfy the matrix pattern T ∗ T ∗ ∗ ∗ T ∗ ∗
1Image credit: By Krauss, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=20825354
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Figure 2.3: Example of the 9-intersections matrix for two overlapping geometries A and B

but do not meet the pattern F0TTTT ∗ ∗T . The pattern T ∗ T ∗ ∗ ∗ T ∗ ∗ actually defines

the topological relation “Overlaps”. Thus, the two geometries depicted in Figure 2.3 are

overlapping. Matrix patterns allows the representation of various spatial predicates. For

instance, the named spatial predicate “Disjoint” consists of all DE-9IM matrices that fulfill

the pattern FF ∗FF ∗ ∗ ∗ ∗. Table 2.3 shows the matrix patterns defining the most common

binary topological predicates in DE-9IM. The relation “Intersects” can be understood as

the logical inclusive disjunction of the following DE-9IM relations: “Equals”, “Covers”,

“CoveredBy”, “Overlaps”, and “Touches” (as in Figure 2.2)

In the context of the DE-9IM model, matrix patterns for opposite spatial relations

exhibit an interesting symmetry: they are the transpose matrix of each other. For instance,

this behavior occurs with the matrices patterns of the relations “Contains” and “Within”,

since Contains(A, B) is equivalent to Within(B, A). Also, In DE-9IM there are subtle

distinctions between certain relations. Specifically, the relation “Contains” differs slightly

from “Covers”. When we say “A contains B”, it implies that every point of B lies within A

and the interiors of these geometries have a non-empty intersection. In contrast, “Covers”

is less restrictive, only requiring that every point of B is a point of A. Similarly, the relation
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Topological Predicate Meaning DE-9IM matrix patterns Equivalent To

Equals(A, B) the geometries A and B are

topologically equal

T*F**FFF* Equals(B, A)

Disjoint(A, B) the geometries A and B have no

point in common

FF*FF**** Not Intersects

Intersects(A, B) the geometries A and B have at least

one point in common

T******** or *T******* or

***T***** or ****T****

Not Disjoint

Touches/Meets(A, B) the geometries A and B intersect

but their interiors do not

FT******* or F**T***** or

F***T****

Touches(B, A)

Crosses(A, B) geometry A crosses/traverses

geometry B

T*T****** (if dim(A) < dim(B)) or

0******** (if 1=dim(A)=dim(B))

CoveredBy(A, B) Every point of A is a point of B T*F**F*** or *TF**F*** or

**FT*F*** or **F*TF***

Covers(B, A)

Within(A, B) A is covered by B and the interiors

intersect

T*F**F*** Contains(B, A)

Overlaps(A, B) the intersection of the interiors of A

and B has the same dimension as

the geometries, and none is covered

by the other

T*T***T** (if dim = 0 or 2) or

1*T***T** (if dim = 1)

Covers(A, B) Every point of B is a point of A T*****FF* or *T****FF* or

***T**FF* or ****T*FF*

CoveredBy(B, A)

Contains(A, B) A covers B and the interiors

intersect

T*****FF* Within(B, A)

Table 2.2: Pattern Matrices for the most common topological predicates in DE-9IM
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“A within B” is more stringent than “CoveredBy(A, B)”. For “A within B”, the interiors of

both geometries must intersect. As a distinguishing example, if geometry A is equal to the

boundary of geometry B, CoveredBy(A, B) evaluates to True, while Within(A, B) is False.

In the RCC (Region Connection Calculus) model, the PART/WITHIN relation doesn’t

explicitly require interior intersections. However, this condition occurs implicitly because

both geometries must share the same dimension. DE-9IM’s predicates “Within” and

“CoveredBy” correspond to the RCC predicate “Part”. Similarly, DE-9IM’s predicates

“Contains” and “Covers” align with the RCC predicate “Part Inverse”. Although their

definitions are more refined in DE-9IM, making these relations subtly distinct. Table 2.3

shows the equivalences between predicates in RCC and DE-9IM.

The topological relations “Equals” and “Touches” were not employed in this research,

due to their infrequent occurrence in the analyzed datasets. Additionally, these relations

are special cases of “Intersects” which is readily available for representation in QQ-SPM

queries. However, the relation “Covers” is still retained, even though it is a special case

of “Intersects”. The reason for this choice is the intuition that “Intersects” may frequently

output neighboring geometries, in cases where a user may rather specifically want a direct

containment relation (e.g., a restaurant within a shopping mall).

In summary, this research encompasses a set of four core topological relations is used.

In RCC, they are the relations Connected, Disconnected, Part, and Part Inverse. These

correspond to the DE-9IM relations “Intersects”, “Disjoint”, “CoveredBy”, and “Covers”.

This proposed search pattern is therefore restricted to these four qualitative spatial predicates.

Such a choice is only intended to simplify the formalization of QQ-SPM queries presented

here, and should not be considered a restrictive flexibility for future studies on QQ-SPM

spatial queries.

2.4 Final Considerations

This chapter reviewed spatial and spatio-textual indexing, emphasizing that these structures

are designed for efficiently answering specific spatial queries, particularly range and kNN

queries. The chapter also explored the concepts of Qualitative Spatial Reasoning and

Qualitative Spatial Relations, including a discussion of two formal methods for representing
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RCC relation DE-9IM relation

Connected Intersects

Disconnected Disjoint

Part/Within CoveredBy/Within

Part Inverse/Contains Covers/Contains

Externally Connected Touches

Table 2.3: Equivalences between some RCC and DE-9IM relations

topological reasoning. These concepts are applied in Chapter 4 to describe the design of

efficient solutions for QQ-SPM queries, which represent a more complex and flexible spatio-

textual search format. The next chapter discusses various related works, outlining their

strengths and weaknesses concerning different spatio-textual search requirements.



Chapter 3

Related Work

Spatial Keyword Queries, also known as Spatio-Textual Queries, typically involve a central

point or region location and a set of keywords as input. The goal is to identify a set of

geo-textual data objects from a dataset that are most closely related spatially and textually

to the query input. According to the taxonomy of spatio-textual queries proposed by Chen

et al.[26, 28], this research falls into the category of geo-textual queries over static data in

Euclidean space, specifically related to group queries.

Carniel[22] proposes a taxonomy for spatial queries with quantitative and qualitative

constraints, focusing on purely spatial queries (i.e., without keywords). The study highlights

that the most significant spatial relations in the existing literature on spatial queries are metric

relations (e.g., distance), directional relations (e.g., north, east, left, right), and topological

relations (e.g., contains, intersects). The latter two are qualitative constraints, while the

former is a quantitative constraint.

An extended SQL spatial language capable of representing a diverse set of spatio-

textual queries is proposed by Mahmood et al.[87]. However, the research only outlines

the guidelines for such a language, without providing implementation and performance

analysis. Long et al[85] and Kothuri et al.[76] propose alternative methods to enable

faster computation of distance and topological relations between two spatial geometries.

Although these methods accelerate the verification of spatial predicates between geometrical

shapes, they do not provide efficient ways to prune irrelevant regions during spatial queries.

Therefore, designing efficient algorithms and indexing techniques for rapid space pruning

and early discarding of numerous irrelevant spatial objects remains a critical research

22
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objective.

In the following sections, a set of existing studies on spatio-textual queries is discussed,

focusing on works that explore performance and efficient solutions for specific types of

spatio-textual queries. Typically, these studies formalize a specific spatio-textual query,

demonstrate its importance through application scenarios, and illustrate efficient methods

to address such a query. These researches often propose appropriate indexing, design

specialized algorithms, or compare various approaches for solving specific types of spatial

queries efficiently.

3.1 Item-wise Queries

Item-wise queries, also known as standard queries, are designed to produce a set of

results where each result consists of a single spatio-textual object, with each result being

independent of the others. Numerous studies focus on enhancing the performance of item-

wise queries. Below, a few significant categories of item-wise queries are highlighted:

• Range/Window queries[25, 31, 54, 56, 68, 69, 78]: aim to find all objects within a

circular or rectangular region centered on a given location. For geo-textual queries,

each result must satisfy the boolean condition of the keywords specified in the query.

These queries are also known as Boolean-Boolean queries.

• Point/Region queries[17, 54]: aim to find all objects whose spatial attributes intersect

with the input point or region of the query. For geo-textual queries, each result must

satisfy the boolean condition of the keywords specified in the query.

• Boolean k Nearest Neighbors queries[19, 25, 54, 86, 109, 118, 120]: aim to find the

k closest objects to a given central point, satisfying the query’s input keywords. These

queries are also known as Boolean-Ranking queries.

• Top-k Spatial Keyword queries[25, 38, 42, 74, 75, 82, 88, 96, 101, 106, 107, 116,

123]: aim to find the k objects most relevant to the query location and keywords, and

potentially other query attributes, based on a specific cost function combining spatial

and textual relevance to the query parameters. These queries are also known as Full-

Ranking queries.
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Despite the importance of these standard spatio-textual queries, the item-wise search

configuration cannot account for scenarios where a group of spatially close geo-textual

objects collectively satisfy specific user needs. Such situations highlight the need for the

design of group queries, specialized in finding optimal groups of objects based on specific

geo-textual search parameters, serving distinct user purposes.

Existing research explores the parallel processing of multiple standard queries. Fevgas

and Bozanis[54] investigate the parallelization of point and region queries, while other

studies[102, 115, 118] delve into the parallel batch processing of range, kNN or top-k

queries. While this configuration enables efficient item-wise query processing, it does not

fully address the challenge of identifying groups of diverse objects that collectively meet

specific search criteria and are spatially close.

3.2 Group Queries

Spatial joins involve pair-wise spatial queries, typically focusing solely on spatial aspects

without incorporating textual keywords. They entail identifying pairs of objects from two

sets that meet a specified spatial relation, which can be quantitative (e.g., distance limit) or

qualitative (e.g., topological relation). Various studies explore the performance of different

spatial join algorithms and techniques[10, 63, 73]. Although spatial joins can be combined to

search for more than two objects, this concatenation approach is not always the most efficient

for locating groups of spatial objects. Different search scenarios and configurations require

particular attention, leading to the development of specialized algorithms tailored to specific

search tasks. Consequently, the literature contains several works dedicated to queries aiming

to find groups of objects of arbitrary sizes, known as group queries.

In contrast to item-wise queries, group queries focus on identifying groups of closely

associated spatio-textual objects that collectively meet the keyword preferences specified

in the query. Consequently, each result of a group query comprises a cluster of objects

characterized by proximity in spatial locations and high relevance to the query keywords.

Wallgrün et al.[112] propose a type of purely spatial group query, devoid of keywords,

which involves solving qualitative queries depicted in sketchmaps by interpreting the

directions between objects. The spatial pattern in a map comprises a sketchmap that
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illustrates the relative positions of spatial objects and the directions (e.g., north, east) between

pairs of objects. Their investigated search task is termed Qualitative Spatial Constraint

Networks (QSCN). The term “network” refers to the graph-based structure of the input

sketchmap, where nodes represent spatial objects and edges connecting nodes denote the

annotated directional orientations between the locations of pairs of spatial objects in the

pattern.

While the QSCN task enables the matching of spatial information among different map

sources, it does not address spatial pattern scenarios involving keywords. Thus, it cannot

accommodate search requirements such as locating a grocery store within 1 kilometer of a

specified house and within 10 kilometers of a beach. QSCN does not cater to these scenarios

as it deals with spatial objects that lack geo-textual attributes.

The following sections introduce other types of group queries, encompassing spatio-

textual query settings. These queries filter results based not only on spatial constraints but

also on keywords provided as search parameters.

3.2.1 Collective Spatial Keyword Queries

The Collective Spatial Keyword queries (CoSKQ) involve receiving a query location and a

set of keywords, aiming to identify optimal groups of objects that collectively meet the query

keywords and are closely situated. Studies such as[65, 121, 122] employ a cost function

geared towards minimizing the diameter of the resulting group of objects. The objective of

this CoSKQ-specific search is termed the m-Closest Spatial Keyword Cover (mCK) search

task.

Various works[14, 16, 84] employ a cost function designed to minimize both the inter-

object distance and the distance to the query central location simultaneously. In addition,

studies such as[29, 30] utilize a cost function aiming to minimize the total number of

objects in the resulting group, thereby simplifying the set of objects that fulfill the search

requirements. Moreover, other research[20, 21, 43, 70, 105, 125, 126] explores more

comprehensive cost functions for optimizing results in a CoSKQ search, incorporating

a diverse array of factors to compose a unique metric that considers spatial and textual

relevance.

While CoSKQs effectively incorporate query keywords and retrieve spatially proximate
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objects, they do not exploit pairwise spatial constraints between two objects, be they

quantitative or qualitative. For instance, CoSKQs do not accommodate binary spatial

relations such as locating a gym within a shopping mall. CoSQKq primarily rely on a unified

metric determined by a cost function for the entire retrieved group of objects. Moreover,

such queries do not address proximity avoidance constraints. For instance, if a user prefers

to find an apartment that is not in close proximity to a nightclub, traditional CoSKQ queries

would not ensure such requirements and would not factor in such exclusion preferences in

the cost function for result optimization.

3.2.2 Neighborhood-Preference Queries

The term “Neighborhood-Preference Query” (NPQ) is employed in this study to denote

spatio-textual queries focused on identifying optimal data objects based on their proximity

to other objects relevant to user preferences. In essence, an NPQ entails a primary

keyword indicating the content or type of the primary searched object (referred to as the

data object), along with a set of keywords representing user preferences for objects in

proximity to the searched data object (referred to as feature objects). Several existing

works[40, 44, 64, 80, 110, 119] address such specific search scenarios. The NPQ task

involves identifying the top-k optimal data objects, which are those having the most favorable

neighborhood according to the user’s specified preferences, delineated by the keywords

for the feature objects. The score of a data object takes into account its proximity to the

user-expected feature objects and the quality of these surrounding feature objects, based on

specific quality metrics.

For instance, if a tourist is seeking a hotel close to a renowned Chinese restaurant, the

optimal hotels would be those nearest to highly-rated Chinese eateries. In such scenarios,

a scoring metric could be defined by a cost function that considers the proximity of the

searched data object to the nearest feature objects and their associated quality.

However, NPQs yield results limited to the central searched data object and do not

provide the precise locations of the feature objects, which are also relevant to the user.

Each result presents an optimal data object for the search, ensuring the presence of relevant

feature objects in the surrounding proximity neighborhood of the central object. However,

users must independently locate the relevant neighborhood themselves. Additionally, NPQs
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do not consider proximity avoidance constraints (exclusion constraints), similar to CoSKQ

queries, as mentioned.

3.2.3 Spatial Pattern Matching

The Spatial Pattern Matching (SPM) query was initially proposed by Fang et al.[50] and

further investigated in other studies[24, 51, 52, 81]. SPM takes a spatial pattern as input,

represented as a graph where vertices contain keywords for the searched objects, and each

edge linking two vertices specifies a quantitative spatial condition with lower and upper

bound distances between the paired objects corresponding to the vertices. Additionally, the

SPM query introduces exclusion constraints, which involve proximity avoidance conditions.

These constraints allow for the formulation of search scenarios where users can specify the

preference for the non-existence of specific types of facilities in proximity to the query

results. This enhances the richness and flexibility of search scenarios, catering to specific

user requirements within such a search framework.

Guo et al.[67] suggests incorporating social factors to refine the results of SPM searches.

For instance, by leveraging a social network that links users and POIs, the outcomes of an

SPM search could be filtered based on their relevance to a user’s circle of friends. However,

the author does not offer a methodology for constructing such queries, as it necessitates

quantifying complex social factors, and the proposed processing algorithms assume the

availability of these metrics in the query parameters.

Chen et al.[27] delves into a variant of the SPM search known as Example-based Spatial

Pattern Matching (EPM). The EPM search task entails identifying all occurrences of a given

spatial pattern within a geo-textual dataset, where the spatial pattern is defined by a set of

points, each linked to a keyword and spatial coordinates. Unlike traditional SPM, which

relies on pair-wise distance constraints between objects, EPM focuses on specific example

locations to configure the search pattern. A group of objects is considered a match if they

can be derived from the search pattern through translations and rotations, with allowances

for relative positioning tolerance. For instance, in a POI search with EPM, if a POI with

keyword A is located between two others with keywords B and C in the search pattern, a

match must replicate this relative spatial arrangement. On the other hand, traditional SPM

queries define a match based solely on satisfying distance constraints between corresponding
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pairs, irrespective of relative positions and orientations.

While the traditional SPM query and its mentioned variations offer flexibility and

robustness in various search scenarios, they exclusively address quantitative distance

constraints, thereby overlooking specific qualitative preferences expressed by users. For

instance, a user might wish to locate a gymnasium situated within the premises of a shopping

mall or a commercial building directly adjacent to a public park with a verdant expanse,

ensuring seamless access without crossing streets. However, such nuanced qualitative

and topological preferences remain unaddressed by SPM queries, requiring manual sifting

through query results to identify those meeting these criteria.

3.3 Queries with Quantitative and Qualitative Constraints

Several studies address search scenarios encompassing both quantitative and qualitative

criteria. For instance, Guo et al.[66] and Li et al.[79] introduce and explore the concept

of Direction-Aware Nearest Neighbor Queries, which seek direction-diverse spatio-textual

objects. For instance, consider a scenario where a person is driving and seeks nearby coffee

shops. Ideally, the most suitable options would be establishments situated directly along the

highway the person is traveling on.

Guo et al.[66] introduced a method to retrieve recommendations distributed across all

possible directions from the central query location, aiming to encompass results from all

directions in cases where the optimal direction is uncertain. On the other hand, Li et

al.[79] offers algorithmic approaches to address the retrieval of the top-k objects confined

within a defined angular direction range from the initial search location. While these

studies incorporate directional spatial reasoning, they do not accommodate topological

requirements.

The point and region queries examined by Fevgas et al.[54] and Carniel et al.[17]

consider qualitative topological constraints, focusing on identifying all spatial objects

holding specific topological relations with a designated fixed point or region of interest.

However, these queries are purely spatial and do not incorporate keyword search capabilities.

Additionally, they are not tailored to retrieve pairs of spatial objects with varying geometries,

as one geometry is fixed (either the point or region of interest). Moreover, these queries yield
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individual data objects as results, lacking the capability to retrieve groups of objects.

Spatial joins, based on topological relations between the geometries of two spatial

datasets[10, 63, 73], represent another form of qualitative and topological spatial query.

However, while many studies focus on the performance of spatial joins, they typically do

not incorporate keyword search conditions.

The existing spatio-textual join literature predominantly focuses on spatio-textual

similarity joins[9, 28, 49, 72, 83, 99, 127]. This type of join involves pairs of spatio-

textual objects that are both spatially proximate and textually similar. Such an approach

finds utility in various applications, such as social network friend recommendations, where

close spatial references and overlapping textual content between two profiles may indicate

a strong friendship. Additionally, this type of join facilitates the integration and matching

of corresponding spatio-textual data from multiple sources, as the joined pairs exhibit high

relevance in terms of keywords and spatial attributes.

However, this join operation is not intended for query scenarios like “finding a coffee

shop within 1 kilometer of a theater and adjacent to a wooded area”. Such example requires

spatial proximity conditions with unrelated keywords, making it unsuitable for spatio-textual

similarity joins.

As discussed in Section 3.2, the study by Wallgrün et al.[112] enables qualitative

requirements, specifically cardinal directions, in the spatial pattern search using sketchmaps.

However, it focuses solely on spatial aspects and does not address searches based on

keywords.

Deng et al.[44] explored a Neighborhood-Preference query termed Clue-based Spatio-

textual Query, which integrates quantitative and qualitative aspects. It aims to identify

locations conforming to a specific spatial arrangement centered around a focal object

with preferred surrounding objects. These surrounding objects must adhere to predefined

directional relations relative to the central object outlined in the search pattern. However,

this query does not accommodate qualitative topological constraints.

Rafael[97] introduced the concept of Qualitative Spatial Pattern Matching (QSPM),

which adapts the definition of the SPM query to compose spatial search patterns with

keywords and topological requirements between the searched objects. However, this study

focuses solely on qualitative queries and does not explore or address search patterns
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with both distance and topological pair-wise constraints between the searched objects.

Additionally, exclusion constraints, such as scenarios where the user aims to avoid close

proximity with unwanted facilities, cannot be represented in the QSPM query. These

limitations highlight the need for solutions tailored to addressing more versatile and

comprehensive spatial search patterns.

3.4 Comparison of the Types of Spatio-Textual Queries

Table 3.1 provides a summarized comparison of related works, highlighting the features

present and absent in each type of spatio-textual query studied in the literature. The examined

features include:

• Whether the queries are spatio-textual or purely spatial.

• Whether the queries represent quantitative constraints (e.g., distance range limits).

• Whether the queries represent qualitative constraints (e.g., directional or topological

restrictions).

• Whether the queries specifically allow topological constraints (e.g., contains,

intersects).

• Whether the queries retrieve individual items or groups of items.

• Whether the queries allow the representation of pair-wise constraints (e.g., specifying

a spatial restriction between only two specific objects in the search).

• Whether the queries can represent exclusion constraints (e.g., “retrieve only POIs not

located next to cemeteries”).

The SPM query type is closely related to the proposed QQ-SPM search task, although

it cannot address qualitative topological requirements. Therefore, SPM algorithms do not

optimize query processing for qualitative scenarios (e.g., “find a shopping mall containing

a gym”). Similarly, the QSPM query covers five of the compared features but fails to

represent distance and exclusion constraints. Notably, among the identified studies, this
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research uniquely and comprehensively encompasses all seven search features outlined as

the columns in Table 3.1.

Notably, simply answering multi-constrained spatio-textual queries is not a primary

research focus, as it is feasible to develop applications that process various spatio-textual

user requirements and generate straightforward queries against spatial databases based on

specific search filters. Nonetheless, the research discussed in the realm of geo-textual queries

focuses on efficiently and effectively answering specific spatio-textual queries. This involves

addressing diverse search scenarios either by introducing novel approaches or utilizing

existing indexing techniques and algorithms optimized for each specific query type. To

our knowledge, this research represents the first systematic effort to define, propose, and

investigate efficient solutions for QQ-SPM queries.

In summary, the proposed QQ-SPM query is designed to encompass both quantitative

and qualitative requirements, including topological constraints. It aims to retrieve groups

of closely located spatial objects that collectively meet the user’s criteria. This type of

query also allows for pair-wise restrictions between the searched objects and facilitates the

use of exclusion constraints, which can be exemplified by scenarios where users need to

find POIs that should not be near an unwanted type of facility. This generic, flexible, and

comprehensive group query configuration is referred to as the QQ-SPM query. Such a query

configuration is the central subject of investigation in this master’s thesis. This research

evaluates the performance of various search strategies tailored for efficiently addressing such

a query.

3.5 Final Considerations

This chapter provided a discussion on the features present in various studies aimed at

investigating different geo-textual queries. Each query is tailored to a specific search

scenario, often necessitating specific indexing and algorithms for optimal processing. The

discussion highlighted the effectiveness of the QQ-SPM query in accommodating both

quantitative (distance) and qualitative (topological) user requirements, as well as exclusion

constraints. Furthermore, this master’s thesis has been compared and differentiated from

existing research by identifying seven key features central to the QQ-SPM query task that
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Query type Works Spatio-

Textual

Quantitative Qualitative Topological

constraints

Group

search

Pair-wise

constraints

Exclusion

constraints

Range/Window,

kNN and top-k

queries

[2, 15, 19, 23, 25, 31,

38, 42, 54, 56, 64,

68, 69, 74, 75, 78,

82, 86, 88, 89, 92,

96, 101, 106, 107,

109, 114, 116, 117,

119, 120, 123, 124]

X X

Range/Window,

kNN and top-k

queries + Direction

[66, 79] X X X

Batch of

Range/Window,

kNN or top-k

queries

[102, 115, 118] X X

Point/Region

queries

[17, 54] X X

Batch of

Point/Region

queries

[54] X X

Spatial Join [10, 63, 73] X X X X

QSCN [112] X X X

CoSKQ [14, 16, 20, 21, 29,

30, 43, 65, 70, 84,

105, 121, 122, 125,

126]

X X X

NPQ [80] X X X

NPQ with distance

limits

[40, 64, 110, 119] X X X X

NPQ with distance

limits + Direction

[44] X X X X X

EPM [27] X X X X

SPM [24, 50, 51, 52, 67,

81]

X X X X X

QSPM [97] X X X X X

QQ-SPM This research X X X X X X X

Table 3.1: Related work
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are not fully addressed by other studies. The next chapter provides a formal definition for

the QQ-SPM query and delve into the design of solutions to address the proposed search

problem efficiently.



Chapter 4

QQESPM

This chapter introduces QQESPM (Quantitative and Qualitative Efficient Spatial Pattern

Matching), a solution approach for the QQ-SPM search problem. This approach is composed

of three solutions. The chapter begins by formally defining the essential terms pertinent to

QQ-SPM queries in Section 4.1. Two crucial mathematical theorems are established, to

aid in designing an efficient algorithmic solution for the QQ-SPM query. Subsequently,

Sections 4.2, 4.3 and 4.4 present in detail the three proposed solutions: QQESPM-Quadtree,

QQESPM-Elastic and QQESPM-SQL. Several implementation decisions, that aimed at

improving the performance of such solutions, are discussed in this chapter.

The first solution, QQESPM-Quadtree operates independently of geospatial storage

technologies, by performing searches within its own implementation of the IL-Quadtree

index structure stored on disk. The second solution, QQESPM-Elastic, leverages

Elasticsearch’s geospatial features. It converts spatial requirements from the query into a

set of requests using Elasticsearch’s native geospatial functions. The third, QQESPM-SQL,

automatically translates search pattern requirements into an efficient SQL query, utilizing the

PostGIS geospatial capabilities. The proposed solutions enhance the efficiency and accuracy

of QQ-SPM queries across different geospatial technologies.

34
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4.1 Problem Formalization

4.1.1 Problem Definition

In this section, the key concepts related to the QQ-SPM search problem are formally defined.

This formalization is built upon the SPM search formalization proposed by Chen et al.[24],

by incrementing minimum aspects related to the topological constraints. The design of such

a formalization answers Research Question RQ1.

It is assumed that a spatio-textual or geo-textual object is a multimodal data entity

denoted by o = (o.loc, o.doc). Here, o.loc represents the spatial attribute of o, which can

take the form of a point with coordinates or a more intricate shape format like a polygon.

Additionally, o.doc comprises a set of keywords associated with o.

Definition 1 (spatial pattern). A Spatial Pattern is a graph G(V,E) with a set of n vertices

V = v1, ..., vn and a set E of m edges eij = e(vi, vj), satisfying the following constraints:

1. each vertex vi ∈ V has an associated keyword wi

2. each edge eij ∈ E stores the spatial constraints for a pair of objects matching the

keywords of its endpoint vertices vi and vj . The possible constraints consist of:

- a topological spatial predicate ℜij , among the following:

{contains,within, intersects, disjoint}

- a distance lower bound lij , and a distance upper bound uij

- an exclusion sign τ ∈ {←,→,↔,−}

Each possible spatial pattern graph represents a parameter for a QQ-SPM query. In a POI

group search, the vertices specify the POIs’ desired keywords, the connectivity predicates

indicate the desired connectivity relationships between the POIs. The spatial pattern graph,

as outlined in Definition 1, requires that for each vertex vi, an object oi from a dataset of geo-

textual objects must be identified. The keyword associated with vertex vi must match one of

the keywords in oi.loc. Furthermore, the distances and topological relationships between the

objects must adhere to the spatial constraints specified by the edges of the search pattern. The
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distances between the POIs are restricted by the lower (lij) and upper (uij) bounds associated

with the edge. This query representation can be generalized to any other geo-textual objects

search scenarios. The meanings of the possible exclusion signs for an edge are described

below:

- vi → vj [vi excludes vj ]: There must not exist any geo-textual object with keyword

wj within a distance less than lij from a matching object corresponding to vi.

- vi ← vj [vj excludes vi]: There must not exist any geo-textual object with keyword wi

in the dataset within a distance less than lij from a matching object corresponding to

vj .

- vi ↔ vj [mutual exclusion]: The two-way restriction, i.e., vi excludes vj and vj

excludes vi.

- vi vj [mutual inclusion]: The presence of geo-textual objects with keywords wi and

wj in the dataset with distance shorter than lij from the objects corresponding to vi, vj

is allowed for the search results.

The key distinction between the SPM’s spatial pattern representation and the QQ-SPM’s

representation lies in the latter’s ability to represent qualitative topological constraints, as

specified in condition 2(a) of Definition 1. The QQ-SPM query examined in this master’s

thesis is also more generic than the QSPM query analyzed by Rafael[97]. Unlike QSPM

searches, it allows for the representation of exclusion constraints (through exclusion signs on

the edges in the search pattern) and the specification of customized distance ranges between

pairs of searched objects.

Edges with distance interval restrictions for the searched objects are called quantitative

edges, and those with topological restrictions are called qualitative edges. Edges can be both

quantitative and qualitative simultaneously. A quantitative edge that has one of the exclusion

signs “←”, “→” or “↔” is called an exclusive edge, and the search constraint specified by

such an edge is called an exclusion constraint. Edges with the mutual inclusion sign (“−”)

are termed inclusive edges. For example, if an edge of the search pattern connects vertices

with the keywords “apartment” and “school”, and has lij = 100m, uij = 1000m, and a

mutual inclusion sign of τ = “ − ”, then an apartment A1 located 105m far from a school
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S1 will appear among the search results, regardless of whether there are other schools closer

than 100m to A1. Conversely, if the edge has the sign τ = “ → ” between “apartment” and

“school”, then for the pair of objects (A1, S1) to meet the edge requirements, there must be

an additional condition that no other school S exists closer than lij = 100m from A1. In one

such school exists, the pair (A1, S1) will not figure among the search results, since the search

pattern specifies that the apartment must be located sufficiently far from schools (exclusion

constraint).

Notably, the relation “within” is the opposite of “contains”. Although this redundancy

could be discarded, the proposed model retain both relations because edges are directional

in the search patterh graph, having specific starting and ending vertices, allowing multiple

ways to generate the search pattern. The exclusion sign of an edge is also called a proximity

avoidance constraint.

Definition 2 (matching pair of objects). A pair of geo-textual objects (oi, oj) is called a

matching pair of objects for the edge e(vi, vj) if oi, oj have the keywords of the vertices vi, vj

respectively, and their spatial locations satisfy the constraints of the edge e.

Definition 3 (match). A tuple of n geo-textual objects S = (o1, o2, ..., on) is called a match

for a spatial pattern G(V,E) if |V | = n, and for each i, oi has the keyword of the vertex vi,

and for each edge e(vi, vj) of G, the pair of objecs (oi, oj) is a matching pair of objects for

the edge eij .

Note that the order of geo-textual objects in the tuple corresponds to the order of vertices

in the pattern G, so the ith object oi in the matching tuple corresponds to the ith vertex

(vi) in the pattern G. Notably, the QQ-SPM query format generalizes the SPM query by

incorporating both SPM search criteria and topological requirements for specifying spatial

pattern searches.

Problem 1 (QQ-SPM search problem). The QQ-SPM search problem or QQ-SPM query

consists of finding all the matches of a spatial pattern G(V,E) in a dataset D of geo-

textual objects, i.e., finding all combinations of objects from D that match the requirements

represented in the given spatial pattern graph.
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4.1.2 Pruning Space with Mathematical Theorems

This section presents two theorems that aid in designing an efficient pruning method for an

algorithm solving a QQ-SPM query. The next section uses these theorems to design such

an algorithm. To apply these theorems, the dataset of geo-textual objects must be indexed

in a IL-Quadtree indexing structure. This section and the following aims at proposing

an efficient employment of the IL-Quadtree index in the resolution of QQ-SPM queries,

answering Research Question RQ2. To efficiently find matching pairs of objects, a search

procedure may prune unpromising regions using the concept of promising pairs of nodes,

formally defined below.

Definition 4 (promising pair of nodes). Let ILQ be an IL-Quadtree of geo-textual objects,

G(V,E) a spatial pattern graph, e(vi, vj) an edge of G, let ILQi and ILQj be the quadtrees

for the keywords of vertices vi and vj , respectively, ni, nj be two nodes from ILQi and

ILQj , respectively, and bi, bj their bounding boxes. We say that the node pair (ni, nj) is a

promising pair of nodes for the edge e(vi, vj) if dmin(bi, bj) ≤ uij and dmax(bi, bj) ≥ lij , and

additionally, the following conditions hold:

1. In case vi → vj: there is no object xj in ILQj such that dmax(bi, xj) < lij

2. In case vi ← vj: there is no object xi in ILQi such that dmax(xi, bj) < lij

3. In case vi ↔ vj: (1) and (2) hold

4. In case e is qualitative with ℜij ̸= “disjoint”: bi ∩ bj ̸= ∅

The functions dmin and dmax represent the minimum and maximum distance between the

bounding boxes of two nodes. The following intuition underlies the definition of a promising

pair of nodes. Intuitively, a pair of nodes ni, nj is considered promising for the edge e if the

bounding boxes of its nodes potentially contain matching pairs of objects for the edge e.

Specifically, if the minimum and maximum distances between the nodes’ bounding boxes

bi, bj do not rule out the possibility of geo-textual objects oi, oj inside these nodes forming

a matching pair for the edge e, then the children nodes or inner objects of ni, nj must be

further examined. These are candidates for finding matching pairs of objects for the edge e

in context.
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Theorem 1. Let e(vi, vj) be an edge from a spatial pattern graph G(V,E), and let

ILQi, ILQj be the quadtrees for the keywords of the vertices vi, vj , respectively. Consider

a pair oi, oj of geo-textual objects in the dataset D. If (oi, oj) is a matching pair of objects

for the edge e, then for any nodes ni, nj from the quadtrees ILQi, ILQj , respectively, if oi is

inside ni and oj is inside nj , then the node pair (ni, nj) is a promising pair of nodes of e.

Proof. Since oi, oj is a matching pair of objects, then this pair satisfies the constraints of the

edge e, in particular, we have dmax(bi, bj) ≥ d(oi, oj) ≥ lij , and dmin(bi, bj) ≤ d(oi, oj) ≤

uij . Also, if e is qualitative with ℜij ̸= “disjoint”, then oi, oj are intersecting, and ni, nj

will be intersecting too. Now let us analyse the possible signs of the edge e. In case vi → vj ,

suppose there is an object xj ILQj such that dmax(bi, xj) < lij , but since oi is inside the

bounding box bi of the node ni, then lij > dmax(bi, xj) ≥ d(oi, xj) which is contradictory to

(oi, oj) being a matching pair of objects. So such xj does not exist. The proof for the other

possible signs are analogous, and thus, all the conditions for ni, nj to be a promising pair of

nodes are satisfied.

Using Theorem 1 in a QQ-SPM search procedure, only the promising pairs of nodes

require interior verification, in order to identify all the matching objects. A pair of objects

oi, oj outside all promising pairs of nodes for an edge e will never be a matching pair of

objects for e. In other words, no solutions for an edge e exist outside its promising pairs of

nodes. Thus, by focusing only on these promising pairs, an algorithm can find all matches of

a spatial pattern without analyzing the entire dataset. The following Theorem provides the

final piece for designing an efficient search for promising pairs of nodes.

Theorem 2. If (ni, nj) is not a promising pair of nodes for the edge e(vi, vj), then, any pair

(nc
i , n

c
j), where nc

i is children of ni and nc
j is children of nj , cannot be a promising pair of

nodes for the edge e(vi, vj).

Proof. The proof for the quantitative restrictions of the edges is provided in a study by Chen

et al.[24]. Regarding the additional proposed constraint to qualify as a promising pair of

nodes, which is related to the connectivity requirement of the edge, we verify through the

contrapositive version of the statement. It is important to note that if the node pair (ni, nj)

constitutes a promising pair of nodes for an edge with a qualitative constraint other than

“disjoint", the nodes will possess intersecting bounding boxes. Since their parent nodes cover
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them, they will be intersecting as well, thus ensuring that if a pair of nodes is promising for

an edge e, so is the pair of their parent nodes.

By employing Theorem 2 in a QQ-SPM search procedure, the promising pairs of nodes

for the next level can be determined without the need to compare the bounding boxes of

every node at the current depth level of the quadtrees. Instead, a search procedure only need

to examine the children node pairs of the promising pairs of nodes from the previous level.

This is because for a node pair to be promising at the current level, its parent node pair must

be promising at the preceding level. By leveraging Theorems 1 and 2, a search procedure can

efficiently identify promising node pairs for edges level by level. Finally, such procedure can

verify the inner objects of the promising node pairs at the leaf level to identify the matching

objects. This process is detailed in Section 4.2.

4.1.3 Example of Search Pattern

The graph structure in Figure 4.1 (A) specifies a spatial pattern (Def. 1) which composes

a query to find groups of commercial building, gym and school, such that the commercial

building contains the gym inside, and is located between 2.5 and 5.5 distance units from

the school. The edge “commercial building - school” is exclusive with sign “→”, indicating

that the output commercial buildings must not be located closer than 2.5 distance units from

any other school. This requires finding a commercial building sufficiently far from schools

(exclusion constraint). Let’s denote the vertices of the search pattern (commercial building,

gym and school) as V1, V2, V3 respectively, and the edges “commercial building - gym”,

“commercial building - school” as eCG and eCS respectively.

The area os POIs displayed in Figure 4.1 (B) denotes the target dataset of POIs for

the query within a simple 2-D euclidean space. The POIs CB1, CB2, CB3 have the

keyword “commercial building”, the POIs G1, G2, G3 contain the keyword “gym”, and

S1, S2 contain the keyword “school”. In this case, the pair of POIs (CB1, S1) constitutes a

matching pair of objects (Def. 2) for the edge eCS (“commercial building - school”) since this

pair satisfy the distance and exclusion constraints of this edge. The object pair (CB2, S1)

does not constitute a matching pair of objects for the edge eCS since the commercial building

CB2 is too close to the school S2, thereby violating the exclusion constraint of the edge



4.1 Problem Formalization 41

Figure 4.1: Map Visualization of Fictitious POIs dataset for Search Example

eCS . In turn, the object pair (CB1, G1) is a matching pair of objects for the edge eCG.

Furthermore, the tuple of objects (CB1, G1, S1) constitutes a match (Def. 3) for the spatial

pattern of the query (Figure 4.1 (A)), since it contains one object for each vertex of the search

pattern, and satisfy the keywords, distance and topological constraints of the search pattern.

Figure 4.2 displays the constructed quadtrees for the geo-textual objects with the

keywords “commercial building” (A), “gym” (B) and “school” (C). In this example, the node

pair (NC:30, NG:3) is identified as a promising pair of nodes for the edge eCG (commercial

building - gym), since these nodes’ bounding boxes are intersecting, allowing them to

potentially contain inner objects that satisfy the spatial constraints of the edge eCG. Likewise,

the node pair (NC:0, NS:3) is a promising pair of nodes for the edge eCS , since the minimum

distance between these nodes’ bounding boxes is 0 which is less than the edge’s constraint

uij = 5.5, and the maximum distances between these nodes’ bounding boxes is 14.142
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which is greater than lij = 2.5, thereby meeting the criteria for a promising pair of nodes

from Def. 4.

Figure 4.2: Quadtrees for the keywords in the fictitious POIs dataset

4.2 QQESPM-Quadtree

This section introduces the QQESPM-Quadtree solution. First, the design of its efficient

QQ-SPM search algorithm is presented. To aid in understanding the algorithm procedure,

a search example is provided. Further details of the QQESPM-Quadtree solution are

subsequently explained.

4.2.1 The Algorithm

This section presents the QQESPM-Quadtree algorithm, designed specifically to address

QQ-SPM queries, which involve four distinct topological relations between geo-textual

objects: “contains”, “within”, “intersects” and “disjoint”. Algorithm 1 (QQESPM-Quadtree)

outlines the search procedure, detailing the high-level sequential steps for query execution,

with an emphasis on achieving efficiency through the concept of promising pairs of nodes.

QQESPM-Quadtree takes as input a spatial pattern represented as a graph G(V,E) and a

dataset of geo-textual objects indexed in an IL-Quadtree ILQ, comprising quadtrees ILQi

corresponding to each keywordwi in the dataset. It then finds all matches of the spatial graph

G within the dataset of geo-textual objects.
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The maximum depth level of the quadtree at which QQESPM-Quadtree operates

corresponds to the deepest quadtree associated with the keywords in the search pattern

(Line 1 of Algorithm 1). For each edge, the initial promising pair of nodes consists

of root nodes of the quadtrees for the keywords of the edge’s endpoint vertices (Lines

2 through 3 of Algorithm 1). The search procedure of QQESPM-Quadtree then

computes promising node pairs at each depth level of the quadtrees by leveraging the

promising pairs from previous levels (Lines 4 through 6 of Algorithm 1). The subroutine

Compute_Promising_Node_Pairs_Level invoked in Line 6 of Algorithm 1 is

detailed in Algorithm 2. This procedure receives the current depth level l and the promising

node pairs from the previous level for each edge e which is kept in the variable Ψe(l−1). It

then computes the promising node pairs for each edge at the next depth level of the quadtrees.

QQESPM-Quadtree prioritizes processing edges with sign “←”, “→” or “↔” (exclusive

edges) over those with sign “−” (inclusive edges) by reordering the list of edges (Lines 2

through 6 of Algorithm 2). This order optimizes the algorithm by initially addressing the

most restrictive spatial requirements, thereby reducing the number of candidate solutions

accumulated during execution.

During the computation of promising node pairs for edges at a specific depth level,

QQESPM-Quadtree maintains temporary sets of candidate nodes for each vertex in the

search pattern (Lines 7 through 8 of Algorithm 2). At each iteration for a given level l,

the algorithm identifies promising node pairs for the next level of each edge by analyzing the

children of the promising node pairs from the same edge in the previous level, as outlined in

Theorem 2. However, these promising node pairs can be restricted to those whose nodes

are among the candidate nodes associated with adjacent edges (Lines 11 through 12 of

Algorithm 2). For example, considering edges e12 and e13, which share vertex v1, the

node for keyword w1 in the promising node pairs of e13 must be among the nodes for w1

in the promising pairs of e12. This ensures that candidate solutions for subsequent edges

are constrained by those processed earlier, underscoring the importance of prioritizing more

restrictive edges. After identifying the promising node pairs for an edge, the candidate nodes

for their endpoint vertices are updated (Lines 17 through 20 of Algorithm 2). Following

this logic, after computing promising node pairs for each edge at a specific quadtree level,

QQESPM-Quadtree reorders the edge list for the next level, giving priority to edges with
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fewer promising node pairs in the previous level.

Definition 5 (skip-edge). Give an ordered sequence of edges Π = (e1, e2, ..., em) from a

spatial pattern graph G. An edge ek from Π is said to be a skip-edge in the sequence Π

if ek is an inclusive edge and their endpoint vertices vi, vj lie in edges of the sub-sequence

(e1, e2, ..., ek−1) of the edges preceding ek.

After computing the promising node pairs for all edges at the leaf level, the edges are

reordered into a new sequence e1, e2, ..., em using a connected greedy strategy (Line 7 of

Algorithm 1). The search procedure guiding this reordering is delegated to the subroutine

Generate_Connected_Edges_Ordering, which is detailed in Algorithm 3. The

ordering is considered connected because the first edge in the sequence, e1, must be

adjacent to the second edge, e2, which in turn must be adjacent to the third, and

so forth. The strategy is described as greedy because the first edge, e1, is selected

based on the minimum number of promising node pairs (Line 2 of Algorithm 3). The

next edge is then chosen from among the adjacent edges of the previously added edge

(Line 10 of Algorithm 3), prioritizing the edge with either the minimum or maximum

number of promising node pairs (Lines 11 through 19 of Algorithm 3). At this stage,

since the subroutine Generate_Connected_Edges_Ordering was invoked with the

parameter alt set to false, the greedy strategy does not alternate between minimum and

maximum values. Consequently, the next edge to be chosen is always the adjacent edge

with the minimum number of promising node pairs. The greedy alternating strategy for

edge ordering (with the parameter alt set to true) is employed during the joining phase in a

subsequent step of the algorithm.

If no adjacent edges are available at a given point, the next edge in the sequence is chosen

from those that are connected to any of the previously added edges (Lines 20 through 28 of

Algorithm 3). The variable B (Line 4 of Algorithm 3) maintains a set of vertices from

already added edges that still have remaining adjacent edges. This set is used to select the

next edge when no adjacent edges are available to the most recently added edge.

At this stage, the algorithm identifies a subset of edges known as skip edges, where

computing matching pairs of objects is unnecessary (Line 8 of Algorithm 1). This exception

applies to inclusive edges that share identical endpoints with other edges for which matching

pairs of objects have already been computed. Definition 5 formally defines the concept of a
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skip edge. For these edges, the promising pairs of objects can be inferred by filtering through

candidate solutions from adjacent edges and retaining only those that satisfy the skip edge’s

constraints. For non-skip edges, QQESPM-Quadtree calculates candidate pairs of objects by

evaluating the proximity and connectivity relationships of all objects within the promising

pairs of nodes at the leaf level (Lines 9 through 10 of Algorithm 1). For topological relations

other than “disjoint”, it is advantageous to test only bounding box intersections, which is

computationally less intensive than exact connectivity checks. Since many candidate pairs

of objects will be discarded during the joining phase, this approach avoids unnecessary

connectivity computations for objects that will ultimately be excluded, thereby optimizing

efficiency.

During the computation of promising pairs of nodes and objects for the edges, the

algorithm often needs to verify whether a pair of nodes or objects A and B constitutes a

promising pair for an exclusive edge. To check the exclusion constraint, it performs a range

query centered on A to determine if an object too close to A shares the same keyword as B.

In such cases, QQESPM-Quadtree utilizes previous computations by storing the results of

these range queries in temporary memory, thus avoiding redundant tests throughout a QQ-

SPM query. Specifically, this pruning based on exclusion constraints may occur during the

nodes’ filtering phase (Line 14 of Algorithm 2) or the objects’ filtering phase (Line 10 of

Algorithm 1).

For instance, consider an edge ewith endpoints labeled “apartment” and “school”, where

lij = 100m, uij = 1000m, and the exclusion sign τ = “ → ”. To determine if a pair of

objects (A1, S1) qualifies as a matching pair for the edge e, the exclusion constraint must

be checked. Specifically, it needs to be verified whether a school S exists within a distance

less than lij from A1. This requires performing a radius search centered on A1 with a radius

r = lij = 100m to find objects with the keyword “school” in this vicinity. If such an object is

located within this radius, the pair (A1, S1) is disqualified as a matching pair for the edge e.

Additionally, through computation reuse, A1 is excluded from consideration with any other

schools. The results of the radius search are stored in memory throughout the query, thereby

avoiding the need to test A1 against other schools.

After computing candidate pairs of objects for each non-skip edge, QQESPM-Quadtree

reorders the edges for the joining phase (Line 11 of Algorithm 1). This reordering utilizes the
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same function, Generate_Connected_Edges_Ordering (Algorithm 3), previously

invoked in Line 7. At this stage, the alt parameter for this subroutine is set to true. This

indicates that the greedy ordering of the edges will alternate between those with the minimum

and those with the maximum number of promising node pairs. This alternating greedy

strategy helps to avoid costly nested loop operations in the joining of the matching object

pairs of all edges.

After reordering, QQESPM-Quadtree proceeds to the joining routine, which merges

promising pairs of objects for adjacent edges and eliminates mismatches (Lines 12 through

14 of Algorithm 1). Notably, edges sharing a common vertex must match the same geo-

textual object for that vertex to form a valid join. Once all non-skip edges are joined, the

algorithm evaluates the resulting partial solutions, discarding those that do not satisfy the

constraints of the skip edges (Lines 15 through 16 of Algorithm 1). Finally, it verifies

the actual topological relationships among objects within the final candidate solutions to

determine the ultimate solutions (Lines 17 to 18 of Algorithm 1). This final verification

is essential because, in Line 10, all topological constraints except “disjoint” were only

superficially assessed through bounding box intersection checks.

The QQESPM-Quadtree framework builds upon the structural design of ESPM but

introduces distinct criteria for promising node pairs and matching pairs of objects,

incorporating qualitative topological requirements. At each level, QQESPM-Quadtree

performs targeted computations, progressively identifying promising pairs of nodes from

the root to the leaf level of the keyword’s quadtrees. By integrating early filtering based on

connectivity constraints through bounding boxes intersection checks, QQESPM-Quadtree

effectively eliminates unpromising regions or objects, thereby reducing the cost of the joining

phase. Additionally, the reordering of edges helps avoid costly computations in later stages

of the search procedure. Ultimately, reusing computations for radius searches concerning

exclusion constraints accelerates query performance by preventing redundant evaluations of

nodes or objects unlikely to meet the exclusive edge requirements.
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Algorithm 1: QQESPM-QUADTREE

Input: IL-Quadtree ILQ, spatial pattern G(V,E)

Output: ψ: all the matches of G

1 L = max(depth(ILQi), 1 ≤ i ≤ n)

2 for edge e(vi, vj) ∈ E do

3 Ψe(0) ← {ILQi.root, ILQj .root}

4 for each level l = 1 to L do

5 for each edge e do

6 Ψe(l) ← RUN Compute_Promising_Node_Pairs_Level(l, Ψe(l−1), G(V,E))

7 E ←RUN Generate_Connected_Edges_Ordering(Ψ, G(V,E), false) // reorder the edges

using a greedy minimizer strategy

8 SE ←the skip-edges in sequence E according to Def. 5

9 for each non-skip edge e ∈ E\SE do

10 Φe← the promising object pairs for e within the promising node pairs Ψe(l) // filter

based on distances or bounding box intersection

11 E ← RUN Generate_Connected_Edges_Ordering(Φ, G(V,E), true)// reorder the edges

using a greedy alternating strategy

12 ψ ← ∅ // keep the partially constructed matches of the search pattern

13 for each non-skip edge e ∈ E do

14 ψ ← ψ.join(Φe)

15 for each skip-edge e ∈ SE do

16 filter out partial solutions in ψ not satisfying constraints of e

17 for each edge e ∈ E with topological constraint do

18 filter out partial solutions in ψ not satisfying the exact topological constraint of e

19 return ψ
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Algorithm 2: COMPUTE_PROMISING_NODE_PAIRS_LEVEL

Input: l: current quadtree depth level, Ψ: promising node pairs for edges from previous

depth level, G(V,E): spatial pattern

Output: Ψ: the promising node pairs up to depth level l of the quadtrees for each edge

1 L = max(depth(ILQi), 1 ≤ i ≤ n)

2 EE ← {e ∈ E: e is exclusive}

3 IE ← {e ∈ E: e is inclusive}

4 Reorder EE in form {e1, ..., ek} s.t. #Ψe1(l−1) ≤ ... ≤ #Ψek(l−1)

5 Reorder IE in form {ek+1, ..., em} s.t. #Ψek+1(l−1)
≤ ... ≤ #Ψem(l−1)

6 E ← the concatenation of the arrays EE and IE

7 for vi ∈ V do

8 Ci(l) ← all nodes of ILQi at level l

9 for e ∈ E do

10 Ψe(l) ← ∅

11 for (ni, nj) ∈ Ψe(l−1) do

12 if ni ∈ Ci(l) ∧ nj ∈ Cj(l) then

13 for (n′i, n
′

j) ∈ ni.children × nj .children do

14 if (n′i, n
′

j) is promising for edge e according to Def. 4 then

15 Ψe(l).add((n
′

i, n
′

j))

16 vi, vj ← the endpoint vertices of e

17 Ni ← all nodes of ILQi at level l figuring at some promising pair of Ψe(l)

18 Nj ← all nodes of ILQj at level l figuring at some promising pair of Ψe(l)

19 Ci(l) ← Ci(l) ∩Ni

20 Cj(l) ← Cj(l) ∩Nj

21 return Ψ
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Algorithm 3: GENERATE_CONNECTED_EDGES_ORDERING

Input: Ψ: promising node or object pairs for the edges, G(V,E): spatial pattern, alt: a

boolean parameter (false specifies a greedy-minimum reordering, true specifies a

greedy-alternating reordering

Output: Π: the edges from E in a greedy and connected reordering

1 Π← ∅ // keep the edges already added to the reordering

2 e← the edge from E that minimizes #Ψe

3 Π.add(e)

4 B ← ∅ //keep visited vertices with remaining edges

5 vi, vj ← the endpoint vertices of e

6 if vi is incident to an edge besides e then

7 B.add(vi)

8 v ← vj //keep the current vertex

9 while E\Π ̸= ∅ (there are edges left) do

10 N ← {v′ ∈ v.neighbors: e(v, v′) /∈ Π}

11 if N ̸= ∅ then

12 B.add(v)

13 if alt is true ∧ #Π is an odd integer then

14 v′ ← the vertex from N s.t. the edge e(v, v′) maximizes #Ψe

15 else

16 v′ ← the vertex from N s.t. the edge e(v, v′) minimizes #Ψe

17 e← the edge linking v to v′

18 Π.add(e)

19 v ← v′

20 else

21 B ← B\{v}

22 ℵ ← the set of vertices v′ s.t. ∃e(v, v′) ∈ E\Π with v ∈ B

23 if alt is true ∧ #Π is an odd integer then

24 e← the edge e(v, v′) s.t. v ∈ B ∧ v′ ∈ ℵ ∧ e(v, v′) that maximizes #Ψe

25 else

26 e← the edge e(v, v′) s.t. v ∈ B ∧ v′ ∈ ℵ ∧ e(v, v′) that minimizes #Ψe

27 Π.add(e)

28 v ← the endpoint vertex from e that is not in B

29 return Π
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4.2.2 Example of QQESPM-Quadtree execution

Consider an illustrative scenario where the algorithm is tasked with identifying matches for

the spatial pattern shown in Figure 4.1 (A) within a search area containing POIs, as depicted

in Figure 4.1 (B). The dataset includes 3 commercial buildings (CB1, CB2, CB3), 2 schools

(S1, S2), and 3 gyms (G1, G2, G3). Details of the keywords, polygonal boundaries, and

centroids of the POIs are provided in Table 4.1. The algorithm requires a pre-built IL-

Quadtree index based on the keywords and positions of the POIs, which consists of separate

quadtrees for each keyword, constructed from all POIs associated with that keyword. The

quadtrees for the keywords in the search pattern are illustrated in Figure 4.2. The QQESPM-

Quadtree algorithm begins its search for promising nodes within these quadtrees. The

vertices of the search pattern (commercial building, gym, and school) are V1, V2, and V3,

respectively, and the edges “commercial building - gym” and “commercial building - school”

are denoted as eCG and eCS , respectively.

ID Name Keywords Centroid Geometry

S1 School 1 school POINT (7 3) -

S2 School 2 school POINT (8 7) -

G1 Gym 1 gym POINT (1.9 3.5) POLYGON ((1.4 3, 2.4 3, 2.4 4, 1.4 4, 1.4 3))

G2 Gym 2 gym POINT (6 7) POLYGON ((5.5 6.5, 6.5 6.5, 6.5 7.5, 5.5 7.5, 5.5 6.5))

G3 Gym 3 gym POINT (1 2) POLYGON ((0 1.5, 2 1.5, 2 2.5, 0 2.5, 0 1.5))

CB1 Commercial Building 1 commercial_building POINT (1.7 4) POLYGON ((1 3, 2.4 3, 2.4 5, 1 5, 1 3))

CB2 Commercial Building 2 commercial_building POINT (6.5 6.8) POLYGON ((5.5 6.1, 7.5 6.1, 7.5 7.5, 5.5 7.5, 5.5 6.1))

CB3 Commercial Building 3 commercial_building POINT (9 8.5) POLYGON ((8.5 7.5, 9.5 7.5, 9.5 9.5, 8.5 9.5, 8.5 7.5))

Table 4.1: Fictitious dataset of POIs in 2-D Euclidian space

For each edge in the search pattern, the algorithm identifies promising pairs of nodes

at every depth level within the quadtrees. For the edge eCG, a pair of nodes (Ni, Nj) from

the “commercial building” and “gym” quadtrees, respectively, is considered promising if

their bounding boxes intersect. Similarly, a pair of nodes from the “commercial building”

and “school” quadtrees is deemed promising for eCS if the minimum distance between their

bounding boxes is less than 5.5 and the maximum distance is at least 2.5, in accordance with

Definition 4.

For this example, the root nodes of the quadtrees for the objects “commercial building”,

“gym”, and “school” are denoted as NC , NG, and NS , respectively. Nodes descending from

these root nodes are assigned subscripts indicating their path from the root. Specifically, the



4.2 QQESPM-Quadtree 51

southwest child of a node is labeled as child 0, the southeast as child 1, the northwest as child

2, and the northeast as child 3. For example, the southwest child of the northeast child of the

root node for the “commercial building” would be denoted as NC:30.

At the beginning of the processing of each depth level of the quadtrees, the edges

of the search pattern are reordered to prioritize the processing of exclusive edges first.

Consequently, the promising pairs of nodes for the edge eCS are computed first. At the

root depth level, the pair of root nodes (NC , NS) is the only promising pair for the edge

eCS . These nodes have identical bounding boxes, resulting in a minimum distance of 0 and

a maximum distance of 14.14. Therefore, at the root level, the edges eCS and eCG each have

only one promising pair of nodes.

At the first non-root depth level, the subdivisions of the quadtrees remain equivalent.

All pairs of nodes at this level continue to be promising for edge eCG as their bounding

boxes intersect, and the minimum and maximum distances between the bounding boxes are

promising for the distance thresholds of the edge eCS . With four nodes at this level for each

quadtree, both edges eCG and eCS will each have 4 · 4 = 16 promising pairs of nodes at the

first level.

At the second depth level, the subdivisions of the quadtrees diverge, and not all pairs of

nodes from the “commercial building” and “gym” quadtrees continue to intersect. Table 4.2

illustrates the bounding rectangles for each node in the “commercial building”, “gym”, and

“school” quadtrees. Nodes that are not subdivided at this level are also represented in their

entirety at the second depth level. Consequently, the quadtree for “commercial building”

contains seven nodes at the second level, whereas the quadtree for “school” has four nodes.

This results in 7 · 4 = 28 potential node pairs for the edge eCS (“commercial building -

school”) at this level. Since all these node pairs are descendants of the promising pairs from

the first level, each must be evaluated. After verifying the distances between the bounding

boxes of these nodes, all 28 node pairs are considered promising for identifying solutions for

the edge “commercial building - school”.
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Node Bounding Box (x_min, y_min, x_max, y_max)

NC [0.0, 0.0, 10.0, 10.0]

NC:0 [0.0, 0.0, 5.0, 5.0]

NC:1 [5.0, 0.0, 10.0, 5.0]

NC:2 [0.0, 5.0, 5.0, 10.0]

NC:3 [5.0, 5.0, 10.0, 10.0]

NC:30 [5.0, 5.0, 7.5, 7.5]

NC:31 [7.5, 5.0, 10.0, 7.5]

NC:32 [5.0, 7.5, 7.5, 10.0]

NC:33 [7.5, 7.5, 10.0, 10.0]

NG [0.0, 0.0, 10.0, 10.0]

NG:0 [0.0, 0.0, 5.0, 5.0]

NG:00 [0.0, 0.0, 2.5, 2.5]

NG:01 [2.5, 0.0, 5.0, 2.5]

NG:02 [0.0, 2.5, 2.5, 5.0]

NG:03 [2.5, 2.5, 5.0, 5.0]

NG:1 [5.0, 0.0, 10.0, 5.0]

NG:2 [0.0, 5.0, 5.0, 10.0]

NG:3 [5.0, 5.0, 10.0, 10.0]

NS [0.0, 0.0, 10.0, 10.0]

NS:0 [0.0, 0.0, 5.0, 5.0]

NS:1 [5.0, 0.0, 10.0, 5.0]

NS:2 [0.0, 5.0, 5.0, 10.0]

NS:3 [5.0, 5.0, 10.0, 10.0]

Table 4.2: Bounding boxes of the nodes in the quadtrees “commercial building”, “gym” and

“school”
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For the edge eCG (“commercial building - gym”), there are 7 · 7 = 49 potential

node pairs at the second level. However, after verifying the intersections between the

nodes’ bounding boxes, only 26 pairs are considered promising for containing inner objects

that satisfy the edge eCG. Specifically, the algorithm identifies the following promising

node pairs: (NC:30, NG:03), (NC:31, NG:1), (NC:30, NG:1), (NC:32, NG:2), (NC:30, NG:2),

(NC:31, NG:3), (NC:33, NG:3), (NC:32, NG:3), (NC:30, NG:3), (NC:1, NG:01), (NC:1, NG:03),

(NC:1, NG:1), (NC:1, NG:2), (NC:1, NG:3), (NC:0, NG:00), (NC:0, NG:01), (NC:0, NG:02),

(NC:0, NG:03), (NC:0, NG:1), (NC:0, NG:2), (NC:0, NG:3), (NC:2, NG:02), (NC:2, NG:03),

(NC:2, NG:1), (NC:2, NG:2) and (NC:2, NG:3).

Given that the second depth level constitutes the leaf level, the algorithm shifts its focus

to processing objects within these promising leaf nodes to identify promising object pairs for

each edge. The subsequent step in the search process involves examining the objects within

the promising node pairs corresponding to the search pattern’s edges. A pair of objects is

considered promising for edge e13 if their locations meet the edge’s distance constraints. In

turn, a pair of objects is promising for edge e12 if they reside within the promising node

pairs of this edge and the bounding boxes of their polygonal boundaries intersect. Since

edge e12 involves a qualitative topological constraint defined by the “contains” relationship,

the bounding boxes of objects satisfying this constraint necessarily intersect. Consequently,

this stage eliminates unpromising object pairs concerning the topological constraint. At this

phase, the algorithm identifies (CB1, S1) as the only promising object pair for edge eCS and

the object pair (CB1, G1) for edge eCG. Notably, the commercial building CB2 contains a

gym, but it fails to meet the exclusion constraint of edge eCS due to its proximity to school

S2, rendering this POI unable to satisfy the edge’s exclusion requirements.

In some instances, a subset of edges within the search pattern involves all vertices. When

this occurs, confirming promising object pairs for these edges results in a set of candidate

objects for all vertices. In such cases, it becomes unnecessary to verify the objects within

promising nodes for certain edges that share common endpoints with adjacent edges already

examined. These edges, termed skip-edges, allow the algorithm to derive promising object

pairs by evaluating the already gathered candidate objects for the vertices of these edges.

These candidates are obtained from the object pairs that satisfy the adjacent edges previously

processed. In this example, the search pattern does not contain skip-edges. However, if
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a third edge were to establish a spatial constraint between the searched “school” and the

“gym”, it could be classified as a skip-edge since the promising objects for their vertices

would already have been identified after computing the promising object pairs for the first

two edges. Consequently, verifying the inner objects of its promising node pairs would be

redundant.

The final step involves combining the solutions of adjacent edges to form tuples that

represent the ultimate solutions for the entire search graph. By examining shared objects

between adjacent edges, only the solutions that persist through the joins between the

promising object pairs of adjacent edge are retained. The algorithm then performs a final

verification to eliminate the solutions not meeting the spatial constraints of skip-edges or the

exact topological relationship requirements, before outputting the final results.

In this example, the joining of object pairs for the “commercial building - gym” and

“commercial building - school” edges yields a single complete solution: (CB1, G1, S1).

This outcome represents the sole solution for the spatial search pattern shown in

Figure 4.1 (A) within the POI dataset depicted in Figure 4.1 (B).
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4.2.3 QQESPM-Quadtree Solution

The QQESPM-Quadtree solution is designed as a module that employs the Algorithm 1 to

run QQ-SPM queries. It also manages large datasets with an ad hoc scalable implementation

of the IL-Quadtree indexing stored on disk as binary files, for faster data access. The

proposed QQESPM-Quadtree solution is an ad hoc solution for QQ-SPM searching, not

requiring any geospatial storage technology, since it processes datasets of spatial objects

(e.g., POIs) using its proper IL-Quadtree implemented on disk.

The proposed QQESPM-Quadtre allows a sliced data reading strategy, ensuring that only

the necessary IL-Quadtree nodes and objects are read from disk into memory during queries.

This allows for querying large databases without overwhelming RAM. This process provides

scalability and enables the processing of queries against large datasets.

4.2.4 Choosing an Order for Joining Edges

After computing the matching pairs of objects for each edge, the algorithm must join these

candidate solutions edge by edge to find the solutions for the entire search graph. The order in

which edges are processed during this joining step can significantly affect the computational

cost.

Consider a search graph with three edges (e1,2, e2,3, e3,4), where each edge ei,j connects

vertices vi and vj . Suppose edge e1,2 has 1,000 candidate object pairs, edge e2,3 has 10,000

candidate object pairs, and edge e3,4 has 40 candidate object pairs. If the edges are joined

in the order (e1,2, e2,3, e3,4), the first step will join the solutions of e1,2 and e2,3, requiring

1, 000 × 10, 000 = 10, 000, 000 pair-wise tests, which may cause a significant overhead.

If this join yields 20,000 solutions, these partial solutions must then be joined with the 40

solutions of edge e3,4, requiring 20, 000× 40 = 800, 000 additional computations. Thus, the

total operations performed would be 10, 000, 000 + 800, 000 = 10, 800, 000.

Alternatively, if the edge solutions are joined in the order (e3,4, e2,3, e1,2), the first step

will join the 40 solutions of edge e3,4 with the 10,000 solutions of edge e2,3, requiring

400,000 operations. If this step yields 500 partial solutions, the next step will join these

500 partial solutions with the 1,000 solutions of edge e1,2, costing 500,000 operations. For

this strategy, the total operations performed would be 400, 000+500, 000 = 900, 000, which
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is significantly fewer than the 10,800,000 required by the previous strategy.

This example demonstrates that the choice of edge order in the join phase significantly

impacts the computational cost of solving the problem. In practice, it is impossible to predict

the exact number of operations for a specific edge order before the joining process, as the

total number of partial solutions after each join step is unknown until the join is performed.

Based on these intuitions, the QQESPM-Quadtree algorithm applies a greedy alternating

strategy, which ultimately provides a median performance in terms of operation cost. This

strategy reduces the computational cost of joins by controlling the magnitude of the total

partially constructed solutions during the join phase.

The strategy for ordering edges in the join phase follows this rule: the first edge is the

one with the fewest solutions. Once the n-th edge is chosen, the (n+1)-th edge is preferably

adjacent to the n-th edge. If there are adjacent edges that have not yet been chosen, and if

the last chosen edge minimized the number of solutions, the next edge will be the one with

the most solutions among the adjacent edges. Conversely, if the last chosen edge maximized

the number of solutions, the next edge will be the one with the fewest solutions among the

adjacent edges. If no adjacent edges remain, select the next edge from those that share at

least one vertex with an already chosen edge. This alternation between selecting the edge

with the fewest solutions and the edge with the most solutions, among the available adjacent

edges at each step, is the reason why this ordering method is called alternated greedy edge

ordering. This ordering is described in Algorithm 3.

The ordering of edges for the join phase is a connected ordering, where each next edge is

adjacent to some of the already processed edges. This allows using promising pairs of objects

of processed edges to eliminate many unpromising pairs of objects for subsequent edges, as

the next edge always shares a vertex with an already processed edge, and the matched spatial

object associated with the common vertex of two adjacent edges must be the same object for

the matching pairs of objects of both edges.
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4.3 QQESPM-Elastic

This section presents a second, independent approach for solving the QQ-SPM problem,

based solely on queries executed against an Elasticsearch1 node. The details on the design

of such solution, presented in this section, provide a positive answer for the first half of the

Research Question RQ3.

Elasticsearch is a search engine software that provides a distributed data storage system

with reverse indexing methods focused on textual search efficiency. It features an HTTP

web interface and stores documents in JSON format. Elasticsearch offers many capabilities

for spatial data processing2, including native spatial indexing, spatial data types, and

functions for searching by distance and connectivity. These features enable Elasticsearch

to efficiently handle QQ-SPM queries. Therefore, the QQESPM-Elastic module is proposed

as a pipeline that automatically converts QQ-SPM searches into a series of Elasticsearch

requests, ultimately yielding the final solutions to the spatial search pattern.

By consulting the official documentation, the following valuable resources for designing

the QQESPM-Elastic module were identified:

• Two spatial data types:

– geopoint: Stores latitude and longitude values.

– geoshape: Stores polygons and various shapes using textual encoding methods.

• geo_distance query: Matches documents containing a geo_point or geo_shape within

a specified distance from a specific geopoint.

• geo_shape query: Matches documents containing a geo_point or geo_shape that has

a specified connectivity relation with a given geo_shape. Possible relations include

intersects, contains, within, and disjoint.

Utilizing these inherent functionalities of Elasticsearch, we design three fundamental

spatial query operations to form the foundation of a novel QQ-SPM solution approach. These

elementary operations of the QQESPM-Elastic module are following outlined.

1https://www.elastic.co/
2https://www.elastic.co/guide/en/elasticsearch/reference/current/geo-queries.html
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4.3.1 Elementary Operations

The data objects stored on Elasticsearch are referred to as documents. The proposed

QQESPM-Elastic module executes QQ-SPM queries through repeated calls to only three

elementary operations. These operations are outlined below.

• EO1 (search_by_keyword): Retrieves all documents containing a specified keyword.

• EO2 (search_by_distance_and_keyword): Retrieves all documents containing a

specified keyword and whose associated spatial shape’s centroid is within a specified

distance from a given latitude and longitude.

• EO3 (search_by_relation_and_keyword): Retrieves all documents containing a

specified keyword and whose spatial shape has a specific connectivity relation with

the shape of a particular document.

The function depicted in Source Code 4.1 constructs the Elasticsearch query for the

elementary query EO3. Subsequently, an explanation is described on how to employ

these three basic operations to devise a comprehensive solution for addressing the QQ-SPM

problem leveraging Elasticsearch.

Source Code 4.1: Function that generates the elementary operation EO3 for Elasticsearch

d e f s e a r c h _ b y _ k e y w o r d _ a n d _ r e l a t i o n _ e l a s t i c ( es , index_name , kw : s t r , h i t :

d i c t , r e l a t i o n , s i z e = 100000 , c o u n t = F a l s e ) :

que ry = {

" que ry " : {

" boo l " : {

" f i l t e r " : [

{" match " : {" p r o p e r t i e s . keywords . keyword " : kw}} ,

{

" geo_shape " : {

" geomet ry " : {

" i n d e x e d _ s h a p e " : {

" i n d e x " : index_name ,

" i d " : h i t [ ’ _ id ’ ] ,

" p a t h " : " geomet ry "

} ,
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" r e l a t i o n " : r e l a t i o n # i n t e r s e c t s , c o n t a i n s ,

w i t h i n

}

}

}

]

}

}

}

i f c o u n t :

r e t u r n es . c o u n t ( i n d e x = index_name , body = query ) [ ’ count ’ ]

e l s e :

que ry [ " f i e l d s " ] = [ " geomet ry " , " p r o p e r t i e s . osm_id " ]

que ry [ " _ s o u r c e " ] = F a l s e

que ry [ " s i z e " ] = s i z e

r e t u r n que ry

4.3.2 QQESPM-Elastic Search Procedure

The search procedure of QQESPM-Elastic is detailed in Algorithm 4 (QQESPM-EO), which

leverages the elementary operations EO1, EO2 and EO3. The algorithm accepts a dataset

D of geo-textual objects and a spatial pattern graph G(V,E) as input, and outputs ψ,

representing all matches of G within D. The procedure begins by calculating the frequency

of each keyword within the search pattern (Lines 2 and 3 of Algorithm 4). If any keyword is

absent from the dataset, the search pattern has no solutions (Lines 4 and 5 of Algorithm 4).

The algorithm then selects the initial vertex v based on the lowest keyword frequency in

the dataset to start the search (Line 6 of Algorithm 4). Using EO1, it identifies all objects

containing this keyword (Line 7). The variable Θ tracks the edges already processed, while

the variable B stores the visited vertices with remaining edges.

The algorithm employs a While loop to iterate through the edges of the search pattern

as long as there are remaining edges (Line 10 of Algorithm 4). The next vertex in the path

is preferably selected from the neighboring vertices of the current one. If there are any

neighboring vertices with remaining edges, the next vertex v′ is chosen from among the

neighbors of the current vertex v, prioritizing the vertex with the minimum frequency in
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the dataset. The promising object pairs for the edge e(v, v′) are then computed using the

Get_Object_Pairs_EO subroutine described in Algorithm 5. For each candidate object

oi corresponding to vertex v, the related objects oj for vertex v′ are identified as those pairs

(oi, oj) that satisfy the spatial constraints of edge e. If the edge is qualitative, the algorithm

uses the elementary operation EO3 (filter by topological relation with oi). If the edge is

quantitative, it utilizes operation EO2 (filter by distance from oi). This procedure is outlined

in Lines 1 through 8 of Algorithm 5. The promising object pairs for edge e are then returned

to Algorithm 4 in the variable Se (Line 16 of Algorithm 4).

The edge e is then marked as solved (Line 17), and the candidate objects for the endpoint

vertices of e are updated by filtering to include only those present in Se. Likewise, the

frequencies of the keywords associated with the vertices of e are updated to reflect the

total counts of candidate objects for these endpoint vertices. If the current vertex v has

no neighboring vertices with remaining edges, the next vertex is selected from the visited

vertices with remaining edges, stored in variable B, based on the one with the minimum

keyword frequency (Lines 21 through 24 of Algorithm 4).

The edges are then reordered in a new sequence to reduce the cost of the upcoming

joining phase, which consolidates the promising object pairs for all edges into joined

solutions for the full search pattern graph. This edge reordering is identical to the reordering

process in QQESPM-Quadtree for the joining phase (Line 25 of Algorithm 4). It employs

a connected greedy alternating strategy, generating an edge order that minimizes heavy

computations during the joining step. The joining of edge solutions follows a process

similar to that in QQESPM-Quadtree, filtering out promising object pairs that do not

share a common object at the common vertex of adjacent edges (Lines 26 through 28 of

Algorithm 4). The fully joined solutions are then returned in the variable ψ (Line 29).
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Algorithm 4: QQESPM-EO
Input: D: dataset of geo-textual objects in a Elasticsearch index, G(V,E): spatial pattern

Output: ψ: the matches of the spatial pattern G

1 K ← // the set of keywords of all vertices in V

2 for each keyword w ∈ K do

3 fw ← the frequency of keyword w in the dataset D

4 if ∃w ∈ K : fw = 0 then

5 return ∅

6 v ← the vertex v ∈ V that minimizes fv.keyword

7 Cv ← RUN EO1 for v.keyword in dataset D // the candidate objects for the vertex v

8 Θ← ∅ // processed edges

9 B ← {v} //keep visited vertices with remaining edges

10 while E\Θ ̸= ∅ ∧B ̸= ∅ (there are edges left) do

11 N ← {v′ ∈ v.neighbors: e(v, v′) /∈ Θ}

12 if N ̸= ∅ then

13 B.add(v)

14 v′ ← the vertex vi ∈ N that minimizes fvi.keyword

15 e← the edge linking v to v′

16 Se ← RUN Get_Object_Pairs_EO(e(v, v′), Cv) // the promising object pairs for

edge e

17 Θ.add(e)

18 Filter Cv and Cv′ to only the objects appearing at Se

19 Update the frequencies of keywords fv.keyword and fv′.keyword using Se

20 v ← v′

21 else

22 B ← B\{v}

23 if B ̸= ∅ then

24 v ← the vertex v ∈ B that minimizes fv.keyword

25 E ← RUN Generate_Connected_Edges_Ordering(S, G(V,E), true)// reorder the edges for

the join phase

26 ψ ← ∅ // keep the partially constructed matches of the search pattern

27 for each edge e ∈ E do

28 ψ ← ψ.join(Se)

29 return ψ
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Algorithm 5: GET_OBJECT_PAIRS_EO
Input: e(v, v′): an edge of a spatial pattern, Cv: the candidate objects for the vertex v

Output: Se: the promising object pairs for edge e

1 Se ← ∅

2 for oi ∈ Cv do

3 if edge e is qualitative with relation ℜ ̸=“disjoint” then

4 Oj ← RUN EO3 for (oi, v′.keyword,ℜ) in D // the set of objects oj s.t. the pair

(oi, oj) is promising for edge e

5 else

6 Oj ← RUN EO2 for (oi, v′.keyword, e.lij , e.uij) in D // the set of objects oj s.t.

the pair (oi, oj) is promising for edge e

7 S′

e ← the set of pairs (oi, oj) with oj ∈ Oj

8 Se ← Se ∪ S
′

e

9 return Se

4.3.3 Implementation Decisions for QQESPM-Elastic

Several implementation decisions were applied to enhance the execution time of the

QQESPM-Elastic module. Firstly, the design of the QQESPM-Elastic opts for “filter”

queries over “must” queries. While both types of search queries are available in Elasticsearch

and are based on boolean conditions, “must” queries sort the results based on computed

scores, whereas “filter” queries solely select documents that meet the boolean conditions

without computing scores. Given that the QQ-SPM search objective is to retrieve all matches

of the search pattern without prioritizing or ranking the relevance, “filter” queries prove more

efficient and aligned with this purpose.
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To enhance the performance of the proposed QQESPM-Elastic module, the MultiSearch

API is employed. This feature of Elasticsearch enables the parallel processing of multiple

independent queries. For example, when dealing with a vertex vi containing 10, 000

candidate objects, and processing the subsequent vertex, its neighbor vj , the QQESPM-

Elastic procedure needs to execute an elementary query operation for each of these 10, 000

candidate objects of vi, is based on the keyword of vj and the constraints of the edge linking

vi and vj . By leveraging the MultiSearch feature of Elasticsearch, these 10, 000 are executed

in parallel. Ultimately, this approach eliminates the need to submit Elasticsearch requests

within code repetition loops, resulting in a significant performance improvement.

The third feature for enhancing performance was the implementation of the same

connected greedy alternating edges ordering strategy utilized in QQESPM-Quadtree within

the joining process of QQESPM-Elastic. This approach can reduce computational overhead

during the composition of partial solutions for the search pattern, by controling the

magnitude of the total number of partial solutions after each join of two edges. This strategy

avoids excessively large Cartesian products of edges solutions in the join phase.

4.4 QQESPM-SQL

This section describes the third approach for solving the QQ-SPM search problem. Such

approach relies exclusively on SQL queries executed on a PostgreSQL3 database server

with the PostGIS4 spatial extension enabled. This section provides detailed insights into the

design of this approach, presenting a positive response for the second half of the Research

Question RQ3.

4.4.1 PostGIS Spatial Queries

The PostGIS extension extends the functionality of the PostgreSQL relational database by

incorporating support for storing, indexing, and querying geospatial data, along with offering

a wide range of spatial functions and operations5. Consequently, databases with PostGIS

3https://www.postgresql.org/
4https://postgis.net/
5https://postgis.net/docs/using_postgis_query.html
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capabilities serve as an appropriate platform for executing QQ-SPM queries. To leverage

this environment effectively, the QQESPM-SQL solution is developed. This solution

automatically converts QQ-SPM query requirements into a single SQL query, leveraging

the PostGIS spatial functions. The generated SQL query efficiently retrieves all groups of

objects that meet the criteria specified in the spatial pattern graph.

The QQESPM-SQL solution’s efficient design draws from recommendations found in the

official documentation and insights gained from experimental executions. This investigation

yielded valuable information that guided a set of informed implementation decisions, leading

to performance improvements.

Upon reviewing the official documentation, the following valuable resources for

designing the QQESPM-SQL solution were identified:

• Two important spatial data types: ST_Point and ST_Polygon which are generally stored

as Well-known binary (WKB) format in a database table.

• Two important distance functions ST_DistanceSphere and ST_DWithin, which return

the distance in meters between two geometries.

• Topological relation functions such as ST_Intersects, ST_Covers and ST_Disjoint

which enable the verification of whether two geometries satisfy a given named spatial

predicates, based on the DE-9IM model formalized in[33, 34, 47].

4.4.2 QQESPM-SQL Approach

The proposed QQESPM-SQL solution accepts a spatial pattern graph as input, which can

be provided in either JSON format or as a binary variable format. This module adequately

translates the spatial pattern requirements into a comprehensive SQL query, encompassing

all the criteria of the spatial search pattern and capable of retrieving all of its matches.

In composing this SQL query from the spatial pattern, two primary strategies can be

employed. The first strategy utilizes an implicit join, while the second entails designing

an efficient greedy and explicit join order. Remarkably, both approaches yielded similar

query performance in experimental executions.
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QQESPM-SQL implicit join approach

In this approach, the query is constructed using the following strategy: First, a temporary

table for each keyword of the search pattern is declared using the WITH clause. The

SELECT clause specifies the return of the IDs column of the objects, maintaining the same

order as the vertices listed in the search pattern. The FROM clause employs an implicit JOIN

linking all the temporary tables of the keywords declared in the WITH clause. The WHERE

clause then consolidates all the quantitative and qualitative requirements of all edges in the

spatial pattern graph. The order of the requirements follows the order of the edges list in the

search pattern. Source Code 4.2 provides an example of a spatial pattern JSON, and Source

Code 4.3 illustrates its corresponding SQL query generated by this approach.

Source Code 4.2: A spatial pattern in JSON

{

" v e r t i c e s " : [

{

" i d " : 0 , " keyword " : " w a s t e _ b a s k e t "

} ,

{

" i d " : 1 , " keyword " : " b i c y c l e "

} ,

{

" i d " : 2 , " keyword " : " t r a v e l _ a g e n c y "

}

] ,

" edges " : [

{

" i d " : 0 ,

" v i " : 0 ,

" v j " : 1 ,

" l i j " : 0 ,

" u i j " : I n f i n i t y ,

" s i g n " : " −" ,

" r e l a t i o n " : " w i t h i n "

} ,

{
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" i d " : 1 ,

" v i " : 1 ,

" v j " : 2 ,

" l i j " : 81 .36447702059968 ,

" u i j " : 367 .12676197537536 ,

" s i g n " : " <" ,

" r e l a t i o n " : n u l l

}

]

}

Source Code 4.3: SQL query with implicit join

WITH

t b _ w a s t e _ b a s k e t AS

(SELECT * FROM p o i s WHERE amen i ty = ’ w a s t e _ b a s k e t ’ OR b u i l d i n g = ’

w a s t e _ b a s k e t ’ OR l a n d u s e = ’ w a s t e _ b a s k e t ’ OR l e i s u r e = ’

w a s t e _ b a s k e t ’ OR shop = ’ w a s t e _ b a s k e t ’ OR t o u r i s m = ’ w a s t e _ b a s k e t ’

) ,

t b _ b i c y c l e AS

(SELECT * FROM p o i s WHERE amen i ty = ’ b i c y c l e ’ OR b u i l d i n g = ’ b i c y c l e ’

OR l a n d u s e = ’ b i c y c l e ’ OR l e i s u r e = ’ b i c y c l e ’ OR shop = ’ b i c y c l e ’

OR t o u r i s m = ’ b i c y c l e ’ ) ,

t b _ t r a v e l _ a g e n c y AS

(SELECT * FROM p o i s WHERE amen i ty = ’ t r a v e l _ a g e n c y ’ OR b u i l d i n g = ’

t r a v e l _ a g e n c y ’ OR l a n d u s e = ’ t r a v e l _ a g e n c y ’ OR l e i s u r e = ’

t r a v e l _ a g e n c y ’ OR shop = ’ t r a v e l _ a g e n c y ’ OR t o u r i s m = ’

t r a v e l _ a g e n c y ’ )

SELECT t b _ w a s t e _ b a s k e t . osm_id AS t b _ w a s t e _ b a s k e t _ i d , t b _ b i c y c l e . osm_id AS

t b _ b i c y c l e _ i d , t b _ t r a v e l _ a g e n c y . osm_id AS t b _ t r a v e l _ a g e n c y _ i d

FROM t b _ w a s t e _ b a s k e t , t b _ b i c y c l e , t b _ t r a v e l _ a g e n c y

WHERE

ST_CoveredBy ( t b _ w a s t e _ b a s k e t . geometry , t b _ b i c y c l e . geomet ry ) AND

ST_ Di s t a nc e Sp he re ( t b _ b i c y c l e . c e n t r o i d , t b _ t r a v e l _ a g e n c y . c e n t r o i d )

BETWEEN 81.36447702059968 AND 367.12676197537536 AND

NOT EXISTS (SELECT 1 FROM t b _ b i c y c l e aux WHERE ST_DWithin (

t b _ t r a v e l _ a g e n c y . c e n t r o i d : : geography , aux . c e n t r o i d : : geography ,

81 .36447702059968 , f a l s e ) )
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QQESPM-SQL explicit greedy join approach

In this approach, the query is structured as follows: Similar to the first method, temporary

tables for the keywords in the search pattern are declared using the WITH clause. The

SELECT clause retrieves the IDs of matching objects based on the vertex order in the search

pattern. However, there is a difference in the FROM clause. Instead of the FROM+WHERE

strategy, an explicit INNER JOIN operation is used.

To determine the order of temporary tables in the JOINs, this explicit greedy join

approach employs a greedy strategy to order the vertices. This order alternates based on the

frequency in dataset of each keyword of the search, similar to the greedy alternated edges

ordering utilized in QQESPM-Quadtree. The initial temporary table for the JOIN is the one

associated with the least frequent keyword of the search pattern. Subsequently, the keyword

for the JOIN is chosen among the neighboring vertices, either minimizing or maximizing the

frequency of the keyword, following the alternated strategy utilized in QQESPM-Quadtree

and QQESPM-Elastic. After the inclusion of a specific vertex in the JOIN clause, the boolean

condition for the next ON clause is composed with the requirements of all edges linking the

currently included vertex with all the previously included vertices.

Consider a spatial pattern with vertices v1, v2, v3, associated with keywords having the

frequencies of 100, 1000, 300, respectively. Suppose this search pattern includes edges

e1,2, e1,3, e2,3. The order of vertices for the INNER JOIN will be v1, v3, v2. Let’s denote

the temporary tables for the keywords of v1, v2, v3 as tb_1, tb_2, and tb_3, respectively. The

condition for the tb_1 INNER JOIN tb_3 will encompass all the constraints of the edge

e1,3. Subsequently, the condition for the subsequent INNER JOIN tb_2 will include all the

constraints of the edges e1,2 and e2,3. These edges link the current vertex v2 with all the

vertices previously included in the JOIN, namely v1 and v3. In the example provided in

Source Code 4.2, let’s assume the frequencies of the keywords “waste_basket”, “bicycle”,

and “travel_agency” are 1280, 120 and 118, respectively. The resulting SQL query produced

by this approach is shown in Source Code 4.4 and follow the order of temporary tables:

tb_travel_agency, tb_bicycle, tb_waste_basket.

Source Code 4.4: SQL query with explicit join

WITH

t b _ t r a v e l _ a g e n c y AS
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(SELECT * FROM p o i s WHERE amen i ty = ’ t r a v e l _ a g e n c y ’ OR b u i l d i n g = ’

t r a v e l _ a g e n c y ’ OR l a n d u s e = ’ t r a v e l _ a g e n c y ’ OR l e i s u r e = ’

t r a v e l _ a g e n c y ’ OR shop = ’ t r a v e l _ a g e n c y ’ OR t o u r i s m = ’

t r a v e l _ a g e n c y ’ ) ,

t b _ b i c y c l e AS

(SELECT * FROM p o i s WHERE amen i ty = ’ b i c y c l e ’ OR b u i l d i n g = ’ b i c y c l e ’

OR l a n d u s e = ’ b i c y c l e ’ OR l e i s u r e = ’ b i c y c l e ’ OR shop = ’ b i c y c l e ’

OR t o u r i s m = ’ b i c y c l e ’ ) ,

t b _ w a s t e _ b a s k e t AS

(SELECT * FROM p o i s WHERE amen i ty = ’ w a s t e _ b a s k e t ’ OR b u i l d i n g = ’

w a s t e _ b a s k e t ’ OR l a n d u s e = ’ w a s t e _ b a s k e t ’ OR l e i s u r e = ’

w a s t e _ b a s k e t ’ OR shop = ’ w a s t e _ b a s k e t ’ OR t o u r i s m = ’ w a s t e _ b a s k e t ’

)

SELECT t b _ w a s t e _ b a s k e t . osm_id AS t b _ w a s t e _ b a s k e t _ i d , t b _ b i c y c l e . osm_id AS

t b _ b i c y c l e _ i d , t b _ t r a v e l _ a g e n c y . osm_id AS t b _ t r a v e l _ a g e n c y _ i d

FROM t b _ t r a v e l _ a g e n c y

INNER JOIN t b _ b i c y c l e

ON

ST_ Di s t a nc e Sp he re ( t b _ b i c y c l e . c e n t r o i d , t b _ t r a v e l _ a g e n c y . c e n t r o i d )

BETWEEN 81.36447702059968 AND 367.12676197537536 AND

NOT EXISTS (SELECT 1 FROM t b _ b i c y c l e aux WHERE ST_DWithin (

t b _ t r a v e l _ a g e n c y . c e n t r o i d : : geography , aux . c e n t r o i d : : geography ,

81 .36447702059968 , f a l s e ) )

INNER JOIN t b _ w a s t e _ b a s k e t

ON

ST_Within ( t b _ w a s t e _ b a s k e t . geometry , t b _ b i c y c l e . geomet ry )

The explicit greedy join approach achieved performance comparable to the implicit

join in various query execution tests. Notably, the queries constructed in Source Codes

4.3 and 4.4 generated identical query plans when analyzed with the EXPLAIN command.

Consequently, the implicit join method was retained as the default JOIN approach for

QQESPM-SQL due to its simpler query syntax.
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4.4.3 Implementation Decisions for QQESPM-SQL

Several decisions were chosen to enhance the performance of the spatial SQL queries.

Firstly, QQESPM-SQL uses two spatial indexes for the objects’ geometries: a GiST-based

index and an SP-GiST-based index. The GiST index is widely used and versatile, offering

excellent query performance. However, when a GIS data table exceeds a few thousand rows,

an SP-GiST index becomes more efficient for speeding up spatial searches, as suggested in

the PostgreSQL documentation.

The second implementation decision involves using the EXISTS operator in PostgreSQL

to model proximity avoidance constraints. This approach significantly improves query

performance compared to using the COUNT function, which has shown poor performance

in handling such constraints.

Additionally, an appropriate use of the ST_DistanceSphere and ST_DWithin functions is

employed. Query executions indicate that when the query involves two varying geometries,

the ST_DistanceSphere function performs faster in condition clauses. Conversely, when

searching for a pair of geometries where one is fixed and only the other varies, the

ST_DWithin function is the most efficient choice. This observation aligns with PostgreSQL’s

official documentation.

The QQESPM-SQL module leverages all the above mentioned implementation

decisions. When dealing with proximity avoidance constraints, where the central object

remains fixed, the library generates a query with the EXISTS filter in combination with the

ST_DWithin function. In contrast, for distance interval constraints where both objects vary,

the optimal function to use is ST_DistanceSphere.

The last performance enhancement involves optimizing the database parameter settings.

Specifically, in PostgreSQL various parameters govern machine resource usage, which can

be configured in the postgresql.conf file. According to official documentation, setting

the shared_buffers parameter to 25% of the existing physical RAM is optimal. While

other parameters also exist, the documentation lacks clear recommendations for those. To

address this, a widely-used developer tool called PGTune6 was utilized. By inputting

machine configuration details, PGTune provides optimal settings for over ten internal

PostgreSQL parameters. In this context, the query environment is optimally setup using

6https://pgtune.leopard.in.ua/#/
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the recommendations of this tool.

4.5 Generalizing the QQ-SPM Query

This master’s thesis introduces the QQ-SPM search as a solution specifically motivated by

POI search scenarios. Appendix A demonstrates a POI search application prototype using

the QQ-SPM search format. Nevertheless, this search concept can be extended to encompass

various geo-textual searches beyond POI search. Essentially, it can be applied to any dataset

containing geo-textual objects with spatial shape geometries defining the objects’ spatial

scopes or boundaries, along with associated textual content. For instance, the QQ-SPM

query could be employed to explore entire cities, web documents, or any other form of geo-

textual data.

Moreover, this research incorporated as default the geodesic distance to fulfill the

distance criteria of the search patterns. However, the proposed solution is agnostic to

implementation details, allowing for the interchangeability of distance metrics between

objects. For instance, alternatives like road network distance, which calculates the shortest

path along existing thoroughfares such as streets and avenues, and Euclidean distance can be

seamlessly chosen. Additionally, the indexing approach adopted by the QQESPM algorithm

was the IL-quadtree. Nevertheless, various other geo-textual indexing strategies can be

applied to the dataset, only requiring adjustments on the QQ-SPM search algorithms to

enable the handling of different indexes and distance metrics while executing QQ-SPM

queries.

4.6 Final Considerations

This chapter introduced the formal definition of the QQ-SPM search problem and presented

two theorems foundational to an algorithmic solution. It also described the design of

three libraries to efficiently address the search problem. The first solution, QQESPM-

Quadtree, leverages these theorems to exploit the IL-Quadtree geo-textual index. The

second, QQESPM-Elastic, converts spatial requirements into native Elasticsearch geo-

queries. Lastly, QQESPM-SQL translates spatial search requirements into efficient SQL
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queries employing PostGIS. The upcoming chapter presents the methodology and results of

performance experiments comparing these three solutions, highlighting their strengths and

weaknesses.



Chapter 5

Performance Experiments

This chapter presents a performance comparison for the consolidated versions of the three

QQ-SPM solutions presented in Chapter 4. Each solution was implemented as a Python

library. This chapter outlines the experimental methodology used for the comparison and

discusses the obtained results.

5.1 Datasets

The experiments utilized two datasets of POIs extracted from OpenStreetMap1. Table 5.1

presents the POI statistics for each dataset. These POIs are situated within a bounding box

centered around London, UK. The datasets include various POI types, such as the OSM tags

amenity, shop, tourism, landuse, leisure, and building. Dataset 1 is a subset of Dataset 2

and is used to compare QQESPM-Quadtree with a baseline search method that has proven

inefficient for QQ-SPM queries. In turn, Dataset 2 is a bigger dataset, employed for more

intensive searches, comparing the three proposed QQ-SPM solutions: QQESPM-Quadtree,

QQESPM-Elastic, and QQESPM-SQL.

Dataset #POIs Extension Total keywords Distinct keywords

Dataset 1 38, 000 5.5km × 5.5km 39, 378 514

Dataset 2 127, 975 12km × 12km 131, 041 760

Table 5.1: Datasets Statistics
1https://www.openstreetmap.org/
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The design of spatial pattern search systems necessitates clean and comprehensive data

sources in practical applications. While some researches address these challenges[45, 55],

this master’s thesis does not delve into this direction, as the primary focus is to evaluate the

performance of efficient solutions for the QQ-SPM query. Thus, this master’s thesis serves

as foundational research for investigating the performance of QQ-SPM queries and precedes

practical considerations.

The proposed solution leverages polygonal boundaries for target objects, employing a

buffering pipeline to increase the likelihood of finding intersecting geometries within the

datasets. This process ultimately allows more results for qualitative topological-constrained

queries. Initially, the original POI geometries are replaced with their respective convex hulls

and undergo a polygon simplification process. This pipeline utilizes the Shapely2 Python

library. The use of convex hulls and polygon simplifications aims to correct invalid polygons

with corrupted data and create simpler boundaries for the POIs. This approach generates

boundaries that tolerate inaccuracies in the annotated geometry data, ultimately facilitating

faster retrieval of intersecting geometries due to the simplification process. Moreover, it

enhances the frequency of such retrievals, as the boundaries of the POIs are represented by

simpler and expanded areas, increasing the potential for intersections between neighboring

POIs.

Figure 5.1 illustrates the execution of this buffering pipeline. Initially, the polygon

geometries typically consist of shapes with numerous sides. However, such complex

shapes are often unnecessary for determining whether two neighboring geometries should be

considered intersecting in a query. Figure 5.1 (C) shows the geometry after the convex hull

and simplification procedures. This form is further expanded by the subsequent buffering

process, which increases the areas associated with the POIs. The simplification tolerance

parameter for the shapely.simplify function was experimentally set to 0.05. Higher tolerances

produce more simplified polygons, resulting in fewer vertices.

The buffer size for the geometries is computed as follows. The average side length

for each polygon geometry in the datasets is calculated. The median value of the average

lengths of all polygons is then set as the default buffer size for geometries with point shape.

Each polygon shape, in turn, receives a buffer with a size equal to 10% of its respective

2https://shapely.readthedocs.io/
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average length. As a result of this pipeline, the total area occupied by geometries in the

datasets increased by 54%. Figure 5.2 examplifies how this buffering pipeline increased the

chance of intersecting neighboring geometries. The polygons in orange represent the original

geometries of POIs, and the polygons in pink represent the post-processed geometries

of POIs. Noticeably the number of intersecting geometries increased with the buffering

pipeline. The smaller pink squares without orange subregions represent buffers of point

geometries.

Figure 5.1: Example of an original geometry (A), its convex hull (B) and its simplification

(C)

Figure 5.2: POIs geometries before (orange) and after (pink) buffering pipeline

An extract of the Dataset 2 is shown in Table 5.2. During a search, the proposed
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QQESPM solutions scan objects in the dataset, looking for keywords from the search pattern.

These keywords should appear in the keyword columns (e.g., “amenity”, “shop”, “tourism”,

etc.). For instance, if a query includes the keyword “cafe”, the POI with osm_id 249217389

in the Table 5.2 (line 5) would be a candidate matching object.

osm_id name amenity shop tourism landuse leisure building geometry centroid

991607788 Kensington West apartments POLYGON ((-0.21319 51.49516, ... POINT (-0.21296 51.49553)

154951930 residential POLYGON ((-0.18174 51.52468, ... POINT (-0.18177 51.52474)

669557409 residential POLYGON ((-0.14745 51.52154, ... POINT (-0.14742 51.52158)

249217389 Moscos Cafe cafe POLYGON ((-0.15393 51.51315, ... POINT (-0.15378 51.51322)

149065743 No 74 Hair Beauty hairdresser POLYGON ((-0.10270 51.52439, ... POINT (-0.10277 51.52443)

Table 5.2: Extract of the Datasets

5.2 Solution Approaches Used in the Experiments

The experiments involve conducting spatial pattern searches using four distinct solution

approaches for QQ-SPM queries. Specifically, a baseline approach called ESPM+TV is

utilized for solving QQ-SPM queries, alongside the three proposed approaches: QQESPM-

Quadtree, QQESPM-Elastic, and QQESPM-SQL.

The baseline approach, ESPM+TV, involves using the ESPM algorithm[24] to address

the distance constraints of the search pattern, followed by a final topological verification.

This verification filters out the results from ESPM that do not meet the topological

requirements of the QQ-SPM search graph. Thus, ESPM+TV can be considered a

straightforward or basic solution for QQ-SPM queries, without any optimization for

query performance. For edges with topological constraints but without specific distance

requirements, the ESPM+TV approach assumes a default distance threshold of 1km, as the

ESPM algorithm is designed to handle only distance constraints.

Two sets of query executions were conducted to evaluate the different solution

approaches for QQ-SPM queries:

• Experiment 1: A small dataset (Dataset 1) and simple search patterns were used to

compare the performance of one of the proposed solutions, specifically QQESPM-

Quadtree, against the baseline approach for QQ-SPM queries (ESPM+TV).
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• Experiment 2: A larger dataset (Dataset 2) and more complex search patterns were

employed to compare the performance of the three proposed solutions for QQ-SPM

queries: QQESPM-Quadtree, QQESPM-Elastic, and QQESPM-SQL.

5.3 Search Patterns

The search patterns for Experiment 1 (comparing QQESPM-Quadtree with the baseline

approach ESPM+TV) consist of 64 randomly generated spatial patterns for the queries.

For Experiment 2 (comparing the three proposed approaches), 128 search patterns were

generated. These patterns include the most frequent keywords in the dataset, prioritizing

queries that yield a higher number of results to simulate real-world search scenarios.

Specifically, the keywords in the search patterns were selected from those with a frequency

greater than 30 in the datasets. A total of 100 frequent keywords were used to create the

search patterns for Experiment 1, while 186 keywords were employed for Experiment 2.

Figure 5.3 displays the top 25 most frequent keywords in Dataset 2 along with their respective

frequencies. Notably, the three most frequent keywords in the larger dataset are “residential”,

“bicycle_parking”, and “apartments”, reflecting common characteristics of a residential area

in London, UK.

Eight distinct graph architectures were used to generate the spatial patterns, as illustrated

in Figure 5.4. Four different qualitative probabilities were considered, representing the

likelihood of an edge having a qualitative topological requirement: 1, 1/2, 1/3, and 1/4. An

equal number of spatial patterns were generated for each of these qualitative probabilities and

for each search graph architecture. The search patterns were created by varying the keywords

for the vertices, as well as the distance, topological relations, and exclusion constraints for

the edges of the spatial pattern graph.

To define the distance constraints, the minimum distances lij were randomly selected

between 0 and 1000 meters using a uniform distribution. Additionally, the maximum

distance constraints were set between lij + 200 and lij + 2000 meters, ensuring a maximum

search radius of 3km between the queried POIs. These values were chosen to represent

typical POI search scenarios within a single city, where the user seeks to find nearby POIs,

ideally within the same neighborhood or district.
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Figure 5.3: Top-25 keywords with highest frequencies in the dataset

For qualitative edges, the topological constraints were randomly selected from

“contains”, “within”, “intersects” and “disjoint” using a uniform distribution. Figure 5.5

illustrates an example of a spatial search pattern generated for the third graph architecture

shown in Figure 5.4. This specific search pattern includes the keywords “books”, “dentist”,

and “clinic,” the topological constraint “within” and additional distance constraints.

5.4 Experimental Setup

Spatial searches were performed on the London POI datasets using the baseline approach

ESPM+TV and the three proposed methods for solving QQ-SPM queries: QQESPM-

Quadtree, QQESPM-Elastic, and QQESPM-SQL, detailed in Chapter 4. The primary

objectives of these experiments are to evaluate and compare the performance of each method

in terms of execution time and memory efficiency. The queries varied in dataset size and

search parameters.

To evaluate the performance and scalability of the search approaches (ESPM+TV,

QQESPM-Quadtree, QQESPM-Elastic, and QQESPM-SQL), smaller subsets were extracted
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Figure 5.4: Graph architectures of the search patterns

Figure 5.5: Example of generated search pattern
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from the full datasets. The analysis focuses on how each method performs as the dataset

size increases. Five subsets of varying sizes were created, each representing a different

percentage of the total POIs: 20%, 40%, 60%, 80%, and 100%. The largest subset includes

the entire dataset, randomly reordered. The sizes of these subsets are detailed in Table 5.3.

Fractional Dataset # POIs in subsets of Dataset 1 # POIs in subsets of Dataset 2

20% 7, 600 25, 595

40% 15, 200 51, 190

60% 22, 800 76, 785

80% 30, 400 102, 380

100% 38, 000 127, 975

Table 5.3: Sizes of the fractional datasets

Experiment 1 involved 640 query executions, utilizing the 64 search patterns across each

of the five fractions of Dataset 1 for both the QQESPM-Quadtree and ESPM+TV approaches.

In Experiment 2, a total of 5, 760 query executions were performed, applying 128 search

patterns for three repetitions of each QQESPM solution approach across the five fractions of

Dataset 2. For each search configuration, query execution time and memory usage were

averaged over the three identical executions. These experiments were conducted on an

Ubuntu OS machine with an Intel Core i7-12700F CPU operating at 4.90 GHz and 64 GB of

RAM.

5.5 Results

In Experiment 1, the average execution times were 0.09s for QQESPM-Quadtree and 6.14s

for ESPM+TV. The maximum execution times recorded were 5.24s for QQESPM-Quadtree

and 717.89s for ESPM+TV. Figure 5.6 illustrates the performance of QQESPM-Quadtree

and ESPM+TV across various dataset sizes. Notably, ESPM+TV exhibits exponentially

worse performance than QQESPM-Quadtree, both in terms of average and maximum

execution times.

The limited scalability of ESPM+TV rendered it unsuitable for larger datasets.

Consequently, Experiment 2 excludes the ESPM+TV approach, as it involves larger dataset

sizes and more complex search patterns. Instead, Experiment 2 evaluates and compares the
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Figure 5.6: Statistics of execution time by dataset size for QQESPM-Quadtree and

ESPM+TV approaches on subsets of Dataset 1 (averages as yellow star points)

performance of the three proposed approachesQQESPM-Quadtree, QQESPM-Elastic, and

QQESPM-SQL. This experiment utilizes 128 spatial patterns applied to Dataset 2 and its

subsets, which contain up to 127, 975 geo-textual objects. This dataset size is over three

times larger than the maximum size manageable by ESPM+TV, which barely handled up to

38, 000 POIs.

In Experiment 2, the average execution times for all queries were 2.71 seconds for

QQESPM-Quadtree, 2.09 seconds for QQESPM-Elastic, and 0.39 seconds for QQESPM-

SQL. The maximum execution times recorded were 505.84 seconds for QQESPM-

Quadtree, 444.34 seconds for QQESPM-Elastic, and 9.19 seconds for QQESPM-SQL.

QQESPM-Quadtree and QQESPM-Elastic exhibited suboptimal performance on a minority

queries, which significantly influenced both their average and maximum execution times.

Interestingly, the median execution times were 0.01 seconds for QQESPM-Quadtree, 0.13

seconds for QQESPM-Elastic, and 0.32 seconds for QQESPM-SQL. This indicates that

while QQESPM-Quadtree and QQESPM-Elastic generally performed faster, a few costly

queries disproportionately affected their average performance.

The equivalence of the three QQ-SPM solution approaches were primarily verified by



5.5 Results 81

the total number of solutions (results) each QQESPM library returned for identical queries,

across all 5, 760 query executions. Notably, the maximum percentage divergence in total

results between different libraries for identical search patterns was only 0.67%. This finding

underscores that all three libraries perform the same search task equivalently and yield

nearly identical results. The slight divergence observed may be attributed to distinct numeric

approximations employed by each QQESPM library during query processing.

The scalability analysis measured query execution times for various dataset sizes to

evaluate how the performance of each proposed solution is affected as the dataset size

increases. The collected data from query executions were categorized by the size of the

dataset against which the queries were performed.

Figure 5.7 summarizes the statistics of query elapsed times for each library as the dataset

size increases. Notably, QQESPM-Quadtree consistently outperforms the other libraries in

terms of median execution time, with this advantage growing as dataset sizes increase. A

deeper analysis reveals that the 90th percentile of execution times also favors QQESPM-

Quadtree, indicating that the majority of queries are more efficiently processed by the

QQESPM-Quadtree solution.

The yellow stars in Figure 5.7 indicate the average execution times. Notably, the

QQESPM-Quadtree and QQESPM-Elastic solutions experienced a significant decline in

performance regarding average execution times as the dataset size increased. A similar

trend is observed for the maximum query execution time. This behavior occurs because,

although these libraries solve most queries in a fraction of a second, a minority of executions

incur substantial costs, leading to poor performance in both average and maximum

execution times. In summary, the QQESPM-SQL solution demonstrates better scalability

for maximum and average execution times as the dataset size increases, as indicated by the

plots.

The following analysis aims to evaluate the impact of the number of constraints in the

search patterns on query execution time across different libraries. Figure 5.8 displays the

statistics of query execution time by the number of vertices (keywords) in the search graph,

separated by library. Conversely, Figure 5.9 shows the query execution time by number of

edges in the search graph. Each edge defines a pair-wise relation between two searched

objects and can contain both distance and topological constraints. It is observable that the
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Figure 5.7: Statistics of execution time by dataset size for the three libraries on subsets of

Dataset 2 (averages as yellow star points)

number of vertices is strongly related to the number of edges.

Notably, QQESPM-Quadtree performed better for patterns with up to 3 vertices and

2 edges and maintained a better median and 75th percentile execution time across all

different numbers of vertices and edges. However, QQESPM-SQL achieved better maximum

execution times for search patterns with 4 or more vertices. Interestingly, QQESPM-Elastic

demonstrated slightly faster execution times compared to QQESPM-SQL for searches with 5

vertices and 5 edges. This discrepancy may be attributed to suboptimal query plans taken by

the implicit JOIN approach in PostgreSQL. Since it is challenging to design a specific JOIN

order optimal for all scenarios, the implicit JOIN was employed by default. Nevertheless,

these results encourage further exploration of alternative explicit JOIN ordering algorithms

to improve the performance of QQESPM-SQL in queries with many keywords.

Several search patterns with 4 vertices and 3 or more edges resulted in significant

execution times for the libraries QQESPM-Quadtree and QQESPM-Elastic, notably

affecting their average query performance. These prolonged query times stemmed from

a costly and non-parallel joining process inherent to these libraries. Certain search

patterns accumulated numerous partially constructed solutions during joining loops, thereby
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Figure 5.8: Statistics of execution time by number of vertices in the search graph for each

library

Figure 5.9: Statistics of execution time by number of edges in the search graph for each

library
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impacting query performance for these two libraries. Such costly queries primarily occurred

with patterns yielding a high number of results. However, there are scenarios where both

QQESPM-Quadtree and QQESPM-Elastic outperform QQESPM-SQL. This difference may

be attributed to their underlying search strategies. QQESPM-Quadtree and QQESPM-Elastic

employ imperative search strategies that incorporate various conditions for early query

termination. In contrast, QQESPM-SQL utilizes a complete SQL spatial query, representing

a more declarative search approach.

Figure 5.10 displays query execution times categorized by the qualitative probability

of the search patterns. Patterns with lower qualitative probabilities predominantly feature

distance constraints, whereas those with higher qualitative probabilities include more

topological constraints. Interestingly, qualitative probability does not show a direct

correlation with query execution time. QQESPM-Quadtree exhibits the best average

execution time specifically for search patterns with a qualitative probability of 1.0 (fully

qualitative patterns), highlighting its efficient handling of purely topological queries. In

contrast, QQESPM-SQL consistently achieves relatively fast execution times compared to

the occasional spikes observed in other solutions.

Figure 5.10: Statistics of execution time by qualitative probability in the search graph for

each library

Figure 5.11 illustrates the variations in execution times across libraries based on the
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number of exclusion constraints in the search patterns. In the context of the search graph,

an edge marked with the exclusion signs “→” or “←” indicates a unidirectional exclusion

constraint between two objects. Conversely, the sign “↔” denotes a bidirectional exclusion

constraint, equivalent to two separate exclusion constraints. The total count of exclusion

constraints within a search graph is determined by summing the occurrences across all

its edges, ranging from none (0 exclusion constraints) to a maximum of 6 used in the

experiments.

Figure 5.11: Statistics of execution time by total exclusion constraints in the search graph

for each library

Figure 5.11 highlights that QQESPM-Quadtree demonstrates superior performance

compared to other libraries when handling queries with more than 3 exclusion constraints.

Its efficient computation and reuse of computations during the filtering of promising node

pairs and object matches contribute significantly to its effectiveness in managing patterns

with multiple exclusion constraints. However, there is a notable increase in execution time

observed specifically for patterns containing exactly 2 exclusion constraints. This increase

in executime time can be explained by the fact that in the sample of search patterns used,

there was a high occurrence of queries with 2 exclusions, and also such patterns yielded

more results. This caused costly searches for QQESPM-Quadtree and QQESPM-Elastic,

stemming from their non-parallel joining process for queries that yield a substantial number
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of search results.

In summary, the plots depicting execution time based on different numbers of search

constraints indicate that parameters such as “Number of Vertices”, “Number of Edges”,

“Qualitative Probability”, and “Number of Exclusion Constraints” do not show a direct

correlation with query execution time. Figure 5.12 (A) illustrates the correlations among

totals of search constraints, total query solutions (results), dataset size, and query execution

time for QQESPM-Quadtree queries. Similarly, Figure 5.12 (B) presents these relationships

for QQESPM-Elastic, and Figure 5.12 (C) for QQESPM-SQL query executions.

It is evident that only the variable “Number of Solutions” exhibited a notable correlation

with query execution time, although “Dataset Size” presented a weak correlation with

the execution time mainly for QQESPM-SQL. This analysis answers Research Question

RQ4. Specifically, the total number of query results demonstrates the strongest correlation

with query execution time. This outcome clarifies the absence of a consistent upward or

downward trend in execution time across different numbers of search constraints.

5.5.1 Memory Consumption

Memory allocation measurements were conducted for the three libraries under investigation.

Figure 5.13 depicts the variation of total allocated memory across all experiments for each

library. The white triangles indicate the averages. QQESPM-Elastic and QQESPM-SQL

consistently maintain stable memory usage, which suggests that these solutions allocate all

the necessary memory from application startup. In contrast, QQESPM-Quadtree shows more

variability in memory allocation during queries, yet consistently consumes significantly less

memory compared to the other libraries throughout the experiments.

As a Java application, Elasticsearch allocates logical memory (heap) from the system’s

physical memory. This allocation should ideally be limited by half of the physical RAM, and

limited to 32 GB. Consequently, on a 64 GB RAM machine, the QQESPM-Elastic module

consistently consumes around 32 GB of memory. For PostgreSQL, the recomendation for

the shared_buffers parameter setting, which is 25% of the RAM, was adhered. As a result,

the QQESPM-SQL module consistently utilizes approximately 16 GB of memory.

In contrast, the QQESPM-Quadtree module employs a lazy loading strategy, fetching

data slices from disk to RAM as needed. Unlike the other approaches, QQESPM-Quadtree
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Figure 5.12: Correlation between the numbers of search constraints, dataset size and total

solutions with the query execution time for QQESPM-Quadtree (A), QQESPM-Elastic (B)

and QQESPM-SQL (C) query executions
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Figure 5.13: Allocated Memory for each solution during queries (averages as white triangle

points)

does not maintain any persistent cache or rely on operating system data caching. When the

application ends, all cached data is discarded, and subsequent runs of the library start caching

anew. While this initial caching may slightly slow down the first queries after QQESPM-

Quadtree initialization, it offers a memory usage advantage, consistently using significantly

less memory compared to the other approaches.

Although, this observation cannot definitively distinguish QQESPM-Quadtree from the

other approaches, since the other libraries can also be configured to use less memory by

manually adjusting parameters. The maximum measured memory allocated by QQESPM-

Quadtree was approximately 1.6 GB. As queries are submitted, QQESPM-Quadtree

progressively loads more objects from disk to RAM, resulting in an almost continuous

increase in allocated memory during its usage. However, this growth is constrained by

a maximum memory usage prevention mechanism, which is similar to the circuit breaker

mechanism from Elasticsearch.

5.6 Practical Implications and Considerations

This study utilized purely algorithmic implementations for conducting experiments.

However, in real-world applications, practical strategies based on heuristics can be

employed. One effective approach involves caching results from frequent queries and
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dynamically updating the index structure. Moreover, to enhance query performance, a

initial distance threshold heuristic, such as 500 meters, can be implemented to discard early

POIs unlikely to have intersecting geometries (for topological queries). Nevertheless, it is

crucial to consider the actual possible range of distances between the centroids of intersecting

objects within the dataset. While 500 meters may seem a reasonable distance limit for the

central location of neighbor POIs, it may become meaningless for queries to retrieve other

types of geo-textual objects. In this sense, such heuristics would heavily depend on the

application scenario.

For these reasons the solutions proposed in this master’s thesis does not involve any such

heuristic. The primary focus of this research was not to integrate heuristics and practical

strategies for optimizing everyday queries for specific practical application scenarios.

Instead, the emphasis was on providing a pure implementation of the algorithms, avoiding

application-specific heuristics. The research aimed to assess the algorithmic solutions

themselves, comparing the efficiency of different exact solutions for the QQ-SPM search

problem.

Moreover, practical search applications inherently involve query time constraints and

maximum limits on the number of search results. These aspects were overlooked in

the experiments, as the searches could potentially retrieve exceedingly large result sets,

equivalent to the total matches of the search pattern within the dataset. Consequently, this can

lead to excessively long response times, rendering it non-optimized for practical real-world

scenarios.

Accurate and relevant ranking of results is also a crucial practical aspect in IR systems.

Furthermore, effective search systems are expected to return a set of results even if the

exact search pattern does not yield any matches. This is achieved through query expansion

mechanisms, which allow partial matching to provide users with relevant results, even

when an exact match is not found for the search pattern. Such aspects are disregarded in

the current implementation, which primarily focuses on the performance comparison of

different solution approaches and environment technologies for processing the QQ-SPM

queries. Hence, these implementations would necessitate minimal adaptation to meet the

requirements of real search scenarios.

Another crucial implementation decision for a practical search system of QQ-SPM
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queries is the choice of buffer size applied to the polygonal boundaries of the POIs. In this

work, a standard buffer of 10% of the average side length was applied to the boundary of each

POI in the dataset. However, this estimation was not thoroughly informed and was chosen as

a default without extensive consideration. In practice, measurements of false positives and

false negatives for real intersecting geometries should be conducted to determine the most

appropriate buffer size for a specific search application scenario. Larger buffers may increase

false positives of intersecting geometries, while smaller buffers may lead to false negatives,

failing to retrieve important intersecting geometries in the queries.

Furthermore, search procedures that allow the retrieval of semantically similar keywords,

rather than requiring exact matches, and slight acceptance thresholds for satisfying the

distance and topological constraints, are important to avoid missing relevant results. In this

context, partial matches of the search pattern are as important as exact matches in real IR

systems.

5.7 Final Considerations

This chapter presented the methodology and results for a series of performance experiments

conducted to compare the three proposed solutions for the QQ-SPM search problem.

The findings highlight the robustness of the QQESPM-SQL solution, which effectively

manages resource-intensive queries while demonstrating scalability and consistency. For

large datasets, QQESPM-SQL remained the most suitable option. Conversely, QQESPM-

Quadtree and QQESPM-Elastic outperformed in terms of execution time for over 90% of

the queries, although exhibiting suboptimal performance in a minority of cases, resulting in

higher average execution times. Conversely, search patterns with large numbers of exclusion

or topological constraints presented few performances advantages for QQESPM-Quadtree

and QQESPM-Elastic.



Chapter 6

Conclusion and Future Directions

The literature extensively explores querying geo-textual data using keywords and spatial

proximity, with various studies proposing algorithms and indexing methods to handle spatio-

textual queries efficiently. While most research focuses on basic item-wise queries, recent

advancements have introduced methods for group queries that retrieve multiple spatio-

textual objects with specific keyword and spatial restrictions. However, most research does

not address complex spatial searches, particularly those involving qualitative topological

constraints. This master’s thesis fills this gap by investigating the QQ-SPM query, a flexible

and generic type of spatial pattern search that generalizes the SPM query. The QQ-SPM

query efficiently processes distance and topological constraints and is particularly useful for

searches requirements like finding residential buildings in central London within 3 km of a

gym-equipped shopping mall, while avoiding proximity to cemeteries.

The conducted investigation formalized the QQ-SPM and established two theorems that

led to the development of the QQESPM-Quadtree algorithm that uses the IL-Quadtree index.

Additionally, the QQESPM-Elastic solution was designed to efficiently leverage native

spatial operations from Elasticsearch for QQ-SPM queries. The third achieved solution

involved creating a pipeline to convert QQ-SPM search requirements into spatial SQL

queries for use in relational databases. The research contributed the complete design of a

framework for handling QQ-SPM queries across various geospatial technologies, including

an ad hoc solution independent of GIS backends (QQESPM-Quadtree). The inclusion of

these strategies within spatial databases incur optimized query plans for QQ-SPM queries.

The proposed solutions may be embedded in backend APIs for query technologies like

91
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PostgreSQL and Elasticsearch, and facilitate customized spatial pattern searches in web-

based POI search applications like Google Maps.

A series of performance experiments were conducted to measure the execution time of

three proposed solutions, along with a baseline approach, for solving QQ-SPM queries. The

baseline approach, termed ESPM+TV, involves using the ESPM algorithm from previous

research to retrieve groups of objects that satisfy the distance constraints of a QQ-SPM

search pattern. The results are then filtered based on topological constraints through an

exhaustive search. The investigation primarily focused on the scalability of these approaches

as the target dataset for the search grew. Additionally, the research examined various factors

contributing to the computational cost of the search, such as the impact of the number of

exclusion constraints on query execution time.

The analysis revealed that the baseline approach, ESPM+TV, experienced a sharp

exponential increase in execution time with linear increases in dataset size. Consequently,

this approach proved infeasible for datasets exceeding 38,000 geo-textual objects, as

execution times surpassed 700 seconds. In contrast, the three proposed solutions

demonstrated near-linear behavior in execution time relative to dataset size. The three

proposed solutions were further evaluated by executing QQ-SPM queries on datasets

containing up to 128,000 geo-textual objects.

The scalability assessment results indicate that, for queries on datasets with fewer

than 51,000 objects, the average performance of QQESPM-Quadtree and QQESPM-Elastic

surpassed that of QQESPM-SQL. The ad hoc solution, QQESPM-Quadtree, also executed

queries remarkably quickly, within thousandths of a second, and exhibited better median

and 75th percentile execution times compared to the other solutions. However, overall,

the QQESPM-SQL solution proved to be much more scalable, demonstrating superior

performance in terms of both average and maximum query execution times. Additionally,

QQESPM-SQL showed smaller increases in query time when handling larger datasets.

The categorization of queries based on the number of vertices or edges in the search

pattern graph revealed that QQESPM-SQL is generally faster for queries with more than 3

vertices and 2 edges. A costly joining procedure in the QQESPM-Quadtree and QQESPM-

Elastic solutions incurred significant overhead in queries that returned large numbers of

results. This directly impacted the average performance of these solutions, particularly for
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queries with more than 3 vertices or 2 edges, as such queries require more join operations.

The experiments also evaluated the execution time of the QQ-SPM search solutions

relative to the number of exclusion constraints in the search pattern. The analysis revealed

that the performance of QQESPM-SQL is directly impacted by the number of exclusion

constraints in the query. In contrast, QQESPM-Quadtree and QQESPM-Elastic handled

queries with a large number of exclusion constraints more effectively. Notably, QQESPM-

Quadtree excelled in performance for queries with more than 4 exclusion constraints,

delivering query execution times up to 10 times faster than the other solutions.

In summary, QQESPM-SQL has proven more efficient for handling QQ-SPM queries

on large datasets. In contrast, QQESPM-Quadtree and QQESPM-Elastic performed better

for queries on smaller datasets, queries with fewer keywords, or those involving more

topological or exclusion constraints. QQESPM-SQL achieved an overall average query

execution time approximately six times faster than the other two solutions, and its maximum

execution time was up to 50 times faster. Additionally, the QQESPM-SQL library

remained stable and robust even for resource-intensive queries that returned millions of

results. These outcomes are largely attributable to a non-parallel and costly joining routine

in QQESPM-Quadtree and QQESPM-Elastic. Future implementations could potentially

enhance performance by introducing parallelization for this phase, thereby improving the

efficiency of costly queries in these two solutions.

6.1 Limitations

One limitation of the proposed approach is its inability to semantically interpret query

keywords, resulting in filtering to exact matches only. However, this limitation was intended

to assess exact solutions for the QQ-SPM query, efficiently returning all exact matches

of the search pattern. In this context, a few adjustments can be made to the open-

source implementation to include partial matches, allowing non-exact search results with

approximate keywords and distances.

Moreover, the sample of spatial patterns investigated may not adequately represent

typical real-world search scenarios. Further investigations are necessary to assess the

performance of the search approaches in practical settings. Additionally, additional
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requirements could be incorporated to tailor current implementations to practical scenarios.

These may include result ranking, setting a theoretical time limit for query execution, and

retrieving a subset of matches when the full result set is excessively large and costly.

Another limitation is the gap between the types of constraints supported by QQ-SPM

queries and real-world natural language search requirements, which often involve complex

qualitative spatial predicates like “Near”, “Between” and “Connected”. Previous research

has explored experimental methods based on geometric conventions and volunteered

geographic information to interpret these expressions. However, there has been no

integration of these approaches with the QQ-SPM query framework. Therefore, the

proposed query type assumes that each qualitative spatial requirement can be formally

and unambiguously represented computationally. Additionally, this analysis considered

only four fundamental topological relationships (Contains, Within, Intersects, and Disjoint)

between the queried objects. Despite these limitations, the direct employment of QQ-SPM

queries into end-to-end applications is possible, as shown in Appendix A, by restricting the

possible qualitative topological requirements to a predefined set.

6.2 Future Directions

In advancing this research, several avenues for future development can be explored. The

following examples outline potential areas for further investigation.

• Experimenting different spatial indexing: Exploring alternative spatial indexes

beyond the IL-Quadtree, such as IR-Trees, S2, and H3, along with the development of

distinct algorithms tailored to leverage these indexes effectively. Evaluating multiple

indexes and their corresponding algorithms could provide insights into optimal

strategies for addressing QQ-SPM queries, considering their diverse constraints.

Comparisons among these approaches can offer guidelines on their respective

strengths and optimal contexts of applicability.

• Designing highly-scalable solutions for big data: The proposed search approaches

do not explore distributed computing or big data principles and lack optimized

designs for parallel and distributed processing. Future research could adapt the
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proposed algorithms and implementations to leverage such capabilities for queries.

Additionally, there is a need for guidelines on transforming these solutions into

efficient and scalable distributed computing solutions. For instance, when dealing

with large datasets distributed across multiple cluster machines, a central procedure

could coordinate the distributed and parallel processing of complex QQ-SPM queries.

This would involve aggregating search results from different clusters in subsequent

stages of the search process.

• Enriching search with semantics, partial matching and results ranking: Another

future direction involves integrating NLP and LLMs to improve the relevance of

search results, enabling partial matching with semantically equivalent keywords and

approximate spatial configurations among the retrieved search results. Moreover,

incorporating ranking mechanisms, for example, prioritizing highly-rated POIs, is

crucial for meeting real-world search needs in IR systems. Experimental validation of

several tolerance search parameters to enhance results relevance could be conducted

by volunteers to assess the accuracy and relevance of query results. Additionally,

there is a growing interest in spatial searches based on natural language spatio-textual

descriptions and qualitative requirements. Future research could explore automated

methods for translating natural language specifications into appropriate QQ-SPM

queries, leveraging a versatile spatial pattern search approach that accommodates both

quantitative and qualitative constraints expressed in natural language requirements.

Finally, the retrieval of heterogeneous types of geo-textual objects can be investigated,

for example, for enabling the efficient processing of search scenarios such as finding

POIs located along the same street (POIs and streets) or POIs closely located to a city’s

commercial district (POIs and administrative areas).
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Appendix A

QQ-SPM Application Prototype

This appendix presents a prototype application designed to showcase the main features of a

QQ-SPM search through a POI search example. We developed a basic web application using

the Flask Python framework to demonstrate a possible implementation of a QQ-SPM query

focused on POI searches. The application consists of a single screen, depicted in Figure A.1

via a screenshot.

The search example involves a user searching for a residential building to rent an

apartment. The user has specific preferences: the building should be located within 1000

meters of a shopping mall. Additionally, the mall should have an on-site fitness center. The

user also prefers not to live near any cemeteries.

We marked colored rectangles in Figure A.1 to indicate the five important regions of the

search screen. Region A (in red) is where the user specifies query requirements by selecting

keywords, distances, connectivity, and exclusion constraints to construct a specific spatial

pattern to be searched. Region B (in blue) provides a real-time graphical representation of the

spatial pattern being created by the user. Each time a new rule is added in the requirements

panel, the drawing in this region is updated, reflecting the current spatial pattern that will

be submitted to the search backend when the “Search Pattern” button is pressed. Proximity

distance constraints are shown with black edges, exclusion constraints with red edges, and

qualitative topological constraints with blue edges in the spatial pattern drawing.

After pressing the “Search Pattern” button, the first result, i.e., the initial group of POIs

matching the search pattern, is displayed below in the same screen. Region C (in orange)

within Figure A.1 lists the names associated with the POIs in the first group shown as a
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result. Their locations on the map appear to the right, in Region D (green rectangle), where

the user can manipulate the map to view details of the output results’ locations. The user can

click the buttons in Region E (pink rectangle) to view other query results. Each time the user

clicks on a different page number, Regions C and D update with the names of the POIs in

the next group and their corresponding map locations.

Figure A.1: Overview of the QQ-SPM search tool

Figure A.2 provides a detailed explanation of how to input requirements in such an

application. These steps are divided into four screenshots, each showing different stages

of inserting pattern requirements. Figure A.2 (A) illustrates how the user begins the search,

either by typing or selecting two POIs keywords for creating a specific relationship (pair-wise

constraint)

Figure A.2 (B) shows a stage where the user has already inserted the POIs keywords for

the relationship requirement and can now choose the distance requirements. We exemplified

this with the creation of an exclusion constraint. In this case, the user is looking for a



113

Figure A.2: Input data for searching spatial pattern
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residential building that must be at least 500 meters far from cemeteries. After creating the

constraint between two POIs, the user clicks the “Add Relationship” button. Subsequently,

an update will be visible in the drawing region of the spatial pattern (Region B of Figure

A.1).

After creating one relationship, which generates an edge in the search pattern graph,

the user can submit additional constrained relationships to compose the search pattern.

Figure A.2 (C) demonstrates how the user can select a specific topological constraint, such

as choosing a shopping mall that must have a fitness center within its facilities. Once

all necessary relationships have been added and the spatial pattern graph meets the user’s

expectations, the user clicks on the “Search Pattern” button, as shown in Figure A.2 (D). The

query is then processed, and the user can find locations with POIs matching their criteria and

enjoy their choices.

Such an application could be utilized in scenarios beyond finding suitable residential

areas. As discussed in Chapter 1, a spatial pattern search tool could be invaluable for

trip planning, urban planning, scene recognition, and many other applications. These

applications can include POI searches, geo-tagged document retrieval, and any other geo-

textual searches compatible with the QQ-SPM query format.


