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Abstract

This doctoral dissertation studies how the electrical subsystem of a battery-powered quadro-

tor mini drone affects its altitude and attitude dynamics, and how to compensate for the

negative effects on the performance caused by the drop in battery voltage during flight. The

presented study shows that the closed-loop dynamic behavior degrades as the battery dis-

charges during flight, due to the electrical subsystem being ignored during the flight con-

troller design phase. A study of the relevant bibliography is conducted, showing that this

research topic is of interest to the academic community, but has not been explored to the

degree presented in this work. A model of a battery-powered quadrotor is constructed, from

which a mathematical analysis is conducted showing how the electrical subsystem param-

eters and the battery discharge affect the closed-loop altitude and attitude dynamics. This

system model included the modeling of a LiPo battery, which resulted in the proposal of a

lumped parameter model for this type of battery. The mathematical analysis of the quadrotor

model showed that the system dynamics get slower as the battery discharges. Compensa-

tion for this effect is proposed through two approaches: a battery-aware controller design

and by generating the motor commands based on the actual battery voltage instead of the

nominal voltage value. A discussion is conducted regarding the impact of the aggressiveness

of the attitude controller reference dynamics over the energy consumption, stating that the

more aggressive controllers lead to a slower battery discharge. These proposals were tested

in simulated and experimental environments using a Parrot Mambo mini drone. The results

showed that the proposed compensation techniques positively impacted both the altitude and

attitude loops, resulting in a consistent closed-loop behavior for different battery voltage

values, along with a smaller steady-state error. The effect of the proposed compensation

approaches over the attitude loop was less pronounced than over the altitude loop. These

improvements present a trade-off in the form of increased energy consumption. The choice

of a more aggressive control strategy when performing a test flight was shown to result in a

slower battery discharge when compared to a less aggressive one.

Keywords: Quadrotors, Linear and Nonlinear Control, LiPo batteries, Controller De-

sign, Modelling
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Resumo

Esta tese de doutorado estuda como o subsistema elétrico de um mini quadrotor alimentado

por bateria afeta as suas dinâmicas de altura e de atitude, e como compensar os efeitos nega-

tivos sobre o desempenho decorrentes da queda da tensão da bateria durante o voo. O estudo

apresentado mostra que a comportamento dinâmico em malha fechada piora a medida que a

bateria descarrega durante o voo, devido ao subsistema elétrico ser desconsiderado durante

a etapa de projeto do controlador de voo. Um estudo da bibliografia relevante é realizado,

mostrando que este tópico de pesquisa é de interesse da comunidade acadêmico, mas não

foi previamente explorado com a profundidade apresentada neste trabalho. O modelo de um

quadrotor alimentado por bateria é elaborado, a partir de onde uma análise matemática é

realizada demonstrando como os parâmetros do subsistema elétrico e a descarga da bateria

afetam as dinâmicas de malha fechada de altura e de atitude. Esse modelo incluido a mode-

lagem de uma bateria LiPo, que resultou na proposta de um modelo a parâmetros concentra-

dos para este tipo de bateria. A análise matemática do modelo do quadrotor mostrou que as

dinâmicas do sistema ficam mais lentas a medida que a bateria descarrega. A compensação

deste efeito é proposta por meio de duas abordagens: o projeto de um controlador ciente da

bateria e a geração de comandos para os motores a partir da tensão medida da bateria ao

invés do valor nominal da tensão. Uma discussão a respeito do impacto da agressividade

da dinâmica de referência do controlador de atitude sobre o consumo de energia é realizada,

afirmando que dinâmicas de referência mais agressivas levam a uma descarga mais lenta da

bateria. Estas propostas foram testadas em ambiente simulado e experimental, utilizando

um mini drone Parrot Mambo. Os resultados mostraram que as técnicas de compensação

propostas impactaram positivamente tanto as malhas de altura como a de atitude, resultando

em um comportamento de malha fechada consistente para diferentes valores de tensão da

bateria, além de um error de regime permanente menor. O efeito das técnicas de compen-

sação sobre a malha de atitude foi menor do que sobre a malha de altura. Foi mostrado que

a escolha de uma estratégia de controle mais agressiva ao realizar um voo de teste leva a um

menor consumo de energia quando comparada a uma estratégia menos agressiva.

Palavras-chave: Quadrotores, Controle linear e não linear, Baterias LiPo, Projeto de

Controle, Modelagem
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“God does not play dice with the universe; He plays an ineffable game of His

own devising, which might be compared, from the perspective of any of the other

players [i.e. everybody], to being involved in an obscure and complex variant of

poker in a pitch-dark room, with blank cards, for infinite stakes, with a Dealer

who won’t tell you the rules, and who smiles all the time.”

— Neil Gaiman & Terry Pratchett, Good Omens: The Nice and Accurate

Prophecies of Agnes Nutter, Witch

“Detective, each of us has our part to play in the world. My part is to solve

crimes. I am under no illusion that my role isn’t a minor one, in the scheme

of things... but I embrace it because it’s my role, and it’s yours too, detective,

whether you accept it or not!”

— Lieutenant Kim Kitsuragi, Disco Elysium
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Chapter 1

Introduction

This thesis is a study on quadrotor mini drones powered by lithium-polymer batteries,

specifically on how the components of the electrical subsystem in these vehicles affect their

behavior during flight and how to devise strategies for their control that take these effects

into account. It is shown that the system behavior degrades due to the battery discharge

during flight and that if components such as the motor are not considered in the modeling

phase, the resulting altitude and attitude error controllers will not achieve the desired per-

formance. Changes to the controller design and the command generation are proposed to

mitigate these factors. In this chapter, the thesis motivation, objectives, and methodology are

described, as is the document structure. To better situate them in the context of this research,

an introduction to what quadrotors are is given.

1.1 Introduction to quadrotors

Quadrotors are a subset of a wider category of flying robots, called UAVs (Unmanned

Aerial Vehicles). These vehicles can either operate autonomously or be remotely controlled

to perform several tasks [Boukoberine, Zhou & Benbouzid 2019]. While the initial appli-

cation for this type of vehicle was for military reconnaissance, intelligence, and surveil-

lance [Kim, Gadsden & Wilkerson 2020], as microprocessor technology advanced and pro-

duction costs became cheaper, they became popular for civilian applications such as delivery,

aerial filming and smart farming [Maddikunta et al. 2021].

While UAVs can be classified into many categories, including different types of wings,
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sizes, and power sources, in this work the focus is battery-powered quadrotors. They are

classified as a type of rotary wing drone [Hassanalian & Abdelkefi 2017], as they rely on

propeller-based systems to generate lift. These vehicles are capable of flying in all direc-

tions, either horizontal or vertical, and, critically, hover in a fixed position. This capability,

in addition to their comparatively small size, when compared to fixed-wing UAVs makes

them particularly desirable for applications in confined and hard-to-reach locations [Shraim,

Awada & Youness 2018]. While rotary wing vehicles can range in the number of motors,

the most common configurations are those with four and six motors, respectively named

quadrotors and hexacopters.

Quadrotors are more energetically efficient than their six-motor counterparts due to their

reduced mass and also tend to be cheaper. They are typically powered by Lithium-Polymer

(LiPo) batteries [Hassanalian & Abdelkefi 2017], which provide a high energy-to-mass ratio

at a relatively low cost. This is shown in Fig. 1.1, where a comparison of how the volume and

weight relate to energy for Lead-Acid, Nickel-Cadimum, Nickel-metal hydride, Lithium-ion,

and Lithium-Polymer batteries. Even then, flight endurance remains an important limitation

for this type of vehicle. Other alternatives, such as hydrogen-based fuel cells, have been pro-

posed, but their widespread adoption is still dependent upon an improvement of accessibility

and price [Belmonte et al. 2018]. Examples of different quadrotors can be seen in Fig. 1.2.
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The references [Boukoberine, Zhou & Benbouzid 2019] and [Kim, Gadsden & Wilk-

erson 2020] place quadrotors powered by LiPo batteries as an interesting research topic,

due to their wide range of possible applications, and several research challenges available,

such as choice of flight control strategy, model-based design approaches, path planning, and

estimation of flight autonomy.

Figure 1.2: Quadrotor examples, with applications in agriculture (a), racing (b), filming (c),

and firefighting (d). Sources: Wikipedia, DJI, and Nevonprojects.

Although many of the principles which will be used in this work when developing the

quadrotor motor are general in nature, the proposed contributions will be tested and explored

for a quadrotor mini drone, which is a subset of quadrotors composed of small and light

aircraft.

1.2 Motivation

The fundamental motivation of this research is to determine whether the current system

design process for quadrotor mini drones can be improved by considering the behavior of the

electrical subsystem. This question can be expanded upon by exploring the description given
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in section 1.1. It was mentioned that these vehicles are battery-powered, which implies a

varying power source, since as the vehicle performs the desired movements, the voltage at the

battery terminals drops and the available energy diminishes. An example can be seen in Fig.

1.3, where the measured voltage at the battery terminals is shown for a quadrotor mini drone

performing a square trajectory flight. After an initial drop due to the high current demand

for the take-off, the voltage drops during the whole flight. If this is ignored, it will generate a

negative effect on the system’s performance, as the available voltage at the actuators will be

different from a presumed nominal value. The investigation of the related works in Chapter

2 will show that few works take this factor into account during system design, most of which

employ simple linear models for the battery, which is a nonlinear system. This investigation

can be extended to the other components of the electrical subsystem, such as the propulsors,

which are electrical motors.
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Figure 1.3: Example of the battery voltage of a quadrotor mini drone during flight.

Since the effect of the electrical subsystem over the closed-loop dynamics is being stud-

ied, flight autonomy and energy efficiency also become relevant, as possible changes in the

system design will affect them. There are plenty of works that treat the problem of energy-

efficient path planning, but very few analyze the impact of factors such as the controller

design or how the commands for the motors responsible for moving the vehicle are gener-

ated.
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These facts show that there is space for advances by including the electrical subsystem

in the design flow of control systems for quadrotor mini drones. This requires more realistic

mathematical models, by means of the inclusion of a nonlinear battery model and other

components of the electrical subsystem. This more complex model enables changes in the

design process for quadrotor mini drone vehicles, such as controllers that compensate for

the effect of the battery voltage over the closed-loop dynamics and different strategies for

generating the motor commands. The effectiveness of these must be evaluated, examining if

there are any performance gains and the presence of possible trade-offs.

1.3 Objectives

From the motivation, the following research objectives can be established:

• Develop a model for a battery-powered quadrotor mini drone, including the relevant

cinematic and dynamic equations, the model of the motors, and how the commands are

sent to them. This includes how the altitude and attitude of a quadcopter are controlled,

how it tracks position and attitude, and what sensors are used for this purpose. A

model of the electrical subsystem must also be derived, including the LiPo battery

responsible for powering all of the system components during flight and the motors

of the propulsion system. All of these should be integrated into a single model which

describes how the quadrotor mini drone behaves.

• Having established a system model, demonstrate the effect of the variation in the bat-

tery voltage over the altitude and attitude closed-loop dynamics. This leads to an anal-

ysis of whether the intended system behavior considered during the controller design

will be attained.

• Provided that the effect of the electrical subsystem over the system dynamics is shown

to be detrimental, propose strategies, through changes in the system design, which aim

to mitigate losses in performance.

• Analyze how the choice of different closed-loop attitude specifications might impact

the battery discharge rate.
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1.4 Methodology

Having established the research objectives, the associated methodology can be explained.

The first step was to review the relevant literature, through searches in research databases,

so that the available spaces for contributions might be delineated. This was a continuous

process during the elaboration of the work presented here, as new works are constantly being

published.

In parallel with the investigation of the relevant research literature, a study was con-

ducted regarding the definition of a platform in which the desired research objectives could

be pursued. This goes through how quadrotor mini drones work at a physical level, by un-

derstanding the models of the relevant system components. Another aspect is the practical

considerations pertaining to the research. Since quadrotor mini drones are flying vehicles,

system failures might lead to damage, making it important to have an available simulator

where the feasibility of proposed solutions might be tested beforehand. As for the experi-

ments, it was determined what sensors were available for measuring the relevant variables,

the given platform restrictions, and if the tests necessary for exploring the proposed objec-

tives for this work were possible. Furthermore, as the interest of this research is not only

to study the behavior of quadrotor mini drones but to propose modifications to it, it should

be possible to modify its inner workings, through the deployment of custom controller code

and different flight paths. This led to the choice of the Parrot Mambo platform, which pre-

sented a solution to these problems and allowed tests to be performed in both simulated and

experimental environments.

Having established the state of the art and a platform in which to perform tests, the

next step in the methodology was to explore the system model and to derive the relevant

mathematical expressions for the altitude and attitude dynamics. During this study, it was

verified that the battery behavior is extremely relevant to how the system performs, and

also that it has a nonlinear characteristic. This led to an investigation on how to model the

available LiPo batteries, including both a literature review on modeling techniques and the

design of experiments to collect data so that a model might be identified, along with the

investigation of all of the associated practical problems.

After the mathematical analysis of the attitude and altitude control loops was performed,
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simulated tests were conducted to verify the validity of their findings. The conclusions were

drawn from the mathematical analysis held in the simulation environment and a set of exper-

iments was designed to verify them in a real-flight scenario. As the mathematical analysis

indicated the negative effects of the battery discharge over the system dynamics, two solu-

tions were proposed to deal with this problem, one through a change in the controller design

process, and another through a change in how the motor commands are obtained. As with the

results of the analysis, both of them were implemented in simulation and subsequently tested

in an experimental environment. In parallel, an investigation on which factors contribute the

most to energy consumption during flight was conducted. A hypothesis that more aggressive

attitude control strategies would lead to a slower battery discharge rate was then proposed by

analyzing the physical model of the quadrotor mini drone. This hypothesis was also verified

in an experimental environment.

1.5 Contributions

The contributions of this research are the following:

• An analysis of the altitude dynamics of a battery-powered quadrotor mini drone is

performed. This results in a nonlinear expression for the closed-loop altitude error

dynamics in which the motor and the battery voltage are taken into account, in con-

trast with traditional models where only the cinematic and dynamic equations of the

quadrotor mini drone are considered. Furthermore, a linear approximation of the re-

sulting nonlinear expression is also defined, allowing the analysis of the effect of the

drop in battery voltage over the closed-loop poles loci. The conclusion is that the

altitude dynamics get slower as the battery discharges. Simulated and experimental

results which corroborate the findings of the analytical demonstration are presented.

• The same analysis as above was also performed for the attitude dynamics of a quadro-

tor mini drone, showing the influence of the motor parameters over the closed-loop

dynamics and how they are impacted by changes in the battery voltage. The pole

placement as the battery discharges was also obtained, although for this case a numeri-

cal approach was adopted to linearize the system, due to several couplings between the
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relevant state variables, which makes obtaining an analytical approximation nontrivial.

As with the altitude dynamics, the attitude dynamics are shown to be slower for lower

values of the battery voltage, although to a lesser degree than the altitude. This effect

was verified on simulated and experimental results.

• Having analyzed how the system performance worsens as the battery discharges, solu-

tions are proposed to reduce this effect. The first is a battery-aware controller design,

that formulates the controller design as an optimization problem, using the nonlin-

ear system model considering the motor and the battery obtained during the analyti-

cal demonstration. This leads to a controller which outperforms its battery-unaware

counterpart when operating at lower voltage values, at the cost of a faster discharge

rate. Simulated and experimental results showing the effectiveness of the proposed

approach are provided.

• The second solution pertains to the generation of the commands for the motors which

generate the lift that the quadrotor mini drone uses to move. It is shown that if the

actual battery voltage is employed when generating these commands the actual motor

angular velocity will be close to the commanded velocities, in contrast to the standard

case where the nominal battery voltage is considered. This solution was implemented

in simulated and experimental environments and the corresponding results are pre-

sented.

• A demonstration of how the aggressiveness of the attitude control strategy impacts

the energy consumption of the vehicle is presented. This leads to the hypothesis that

more aggressive control strategies lead to a slower battery discharge during the flight

when compared to less aggressive strategies, due to the reduced transient regime. This

hypothesis is tested in an experimental setting.

1.6 Document structure

This document is structured as follows: in Chapter 2 a literature review is conducted in

the relevant research areas, showing where this research is located in the state of the art.

Chapter 3 describes the model of a quadcopter within the context of this thesis, including the
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cinematic and dynamic equations, components of the electrical subsystem, and the employed

control laws. The battery model is described in Chapter 4. Chapter 5 presents a mathematical

analysis of how the inclusion of the electrical subsystem in the quadrotor mini drone model

can give new insights into its behavior, showing that the system performance deteriorates as

the battery discharges. Approaches to mitigate this effect are also proposed in this chapter. In

Chapter 6 the methods and materials of the simulations and experiments conducted to verify

the findings of Chapter 5 are described, and the associated results are presented. Finally,

Chapter 7 presents a review of the conclusions drawn from the results and points to future

lines of work.
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Chapter 2

Related works

In this chapter, the works related to the object of research in this document are presented.

There are three main areas of research that are relevant to the results presented further in this

text: the modeling of LiPo batteries, studies regarding the electrical subsystem of quadrotors,

and studies regarding energy efficiency on quadrotors.

2.1 Lithium-polymer battery models

In electrically powered quadrotors, the battery is a critical component, as it is not only

responsible for powering all other system components but also represents a large part of

the mass. The methodology of this research includes the use of a system model. Since

different quadrotors will be powered by different batteries, a study on the state-of-the-art

of modeling techniques for these components is necessary so that a suitable battery model

might be obtained. The focus is on LiPo batteries, as they are the most popular choice for

electrically powered quadrotors due to their high energy-to-mass ratio and relatively low

cost.

The model for this type of battery was formulated in [Doyle, Fuller & Newman 1993], by

employing the relevant electrochemical differential equations to describe the conservation of

energy and the behavior of the relevant physical variables, such as charge concentration on

the electrodes and the resulting voltage at the battery terminals.

From this initial work, other authors have developed improved models, either focusing

on specific phenomena or incorporating new battery technology into them. Additionally,
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since the original model relies on solving a system of coupled partial differential equations,

a computationally intensive problem, work was done to develop models capable of being

employed in real-time applications in embedded systems. These models can be divided

into three main categories: electrochemical models, Equivalent Circuit Models (ECM), and

hybrid models.

The electrochemical models have the advantage of accurately representing the electro-

chemical phenomena that happen in the batteries. However, they are problematic for use

in real-time applications due to their simulation complexity, which is why the authors pro-

pose reduced-order alternatives or more efficient methods to solve the associated differential

equation system. In [Schmidt et al. 2010] a lumped parameter approach is proposed, while

still modeling factors such as ion concentration on the liquid phase of the battery and the

relevance of temperature in the kinetic processes. The model proposed in [Mazumder &

Zhang 2013] adopts a one-dimensional approximation of the full model, while in [Daigle

& Kulkarni 2013] the charge gradient dynamics in the electrode are simplified. A reduced-

order electrochemical model is used in conjunction with a Kalman filter to estimate the State

of Charge (SOC) of LiPo batteries in [Li & Choe 2013]. The critical problem related to the

use of these models is the need to have knowledge of constructive battery parameters, such as

the electrode dimension for the cells and the physical properties of the materials employed.

Such specific parameters are not typically available in the datasheets for most off-the-shelf

LiPo batteries and are difficult to measure or estimate.

By contrast, ECM models forgo the complex relations that model the physical effects

of the battery in favor of representing it as an electrical circuit which, through the proper

estimation of its parameters, is able to predict the battery voltage at the terminals for a given

current. This approach is exemplified in papers such as [Sarikurt, Ceylan & Balikci 2014],

[Miniguano et al. 2020], [Tran et al. 2021] and [Sarsembayev et al. 2022]. All ECM-

based models need to address the problem of how to calculate the open-circuit voltage of the

battery, which is a function of the SOC. The simpler way to obtain an estimate of the SOC

is by integrating the current signal, but in this case, the relevant nonlinear effects due to the

diffusion of the Lithium ions along the electrolyte are not considered. To compensate for

this, many of these works will employ complementary strategies to estimate the SOC. For

example, in [Mao, Zhao & Lin 2014] a sliding mode observer is employed to compensate for
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the error in the SOC estimation, a problem also studied in [Chen et al. 2016]. Approaches

based on Kalman filters can be seen on [Topan et al. 2017], [Wu, Li & Du 2018], [Gjengedal,

Vie & Molinas 2017] and [Anggraeni et al. 2022]. Other works use other methods such as

particle swarm optimization [Kim, Qiao & Qu 2013], genetic algorithm [Paschero et al.

2010], artificial neural networks [Kuchly et al. 2021] and bayesian filtering [Zhao, Wenzl &

Bohn 2012] to solve this problem. In [Tran et al. 2020] a hysteresis effect is added to an

ECM model to improve its accuracy. Another solution is to map the SOC to the open circuit

voltage by employing a mathematical expression in conjunction with the experimental data

of a low current discharge test, as shown in [Rahimi-Eichi, Baronti & Chow 2014]. The use

of Electrochemical Impedance Spectroscopy (EIS) can be seen in [Stanciu et al. 2015] and

[Mc Carthy et al. 2022]. This technique estimates the parameters of the ECM by exciting

the battery over a wide range of frequencies and analyzing the harmonics of the resulting

spectra.

Hybrid models combine the ECM and electrochemical approaches. The aim is to obtain

a model that still has a physical representation of the relevant phenomena, being able to

provide an estimation of the SOC without the need for corrections, while also employing the

simple and efficient implementation of the electrical circuit-based models. Examples of this

type of model can be seen in [Li, Xiao & Choe 2011] and [Li et al. 2011], where the SOC

is obtained by means of a model based on porous electrode theory. However, these models

still rely on the knowledge of the battery’s constructive parameters.

The model proposed in this work is of the hybrid category, employing an ECM in

conjunction with the estimate of the SOC provided by the Rakhmatov-Vrudhula diffusion

model [Rakhmatov & Vrudhula 2001], which was employed in studies for Lithium-ion bat-

teries in works such as [Spohn et al. 2008] and [Neves et al. 2016]. It adopts a one-

dimensional approximation to solve the system of differential equations of the battery model,

resulting in a lumped parameter model which can provide both the available and unavailable

charge for a given current, thus forgoing the need for complementary techniques to correct

the estimation of the SOC. This work hypothesizes that the Rakhmatov-Vrudhula model can

be applied to LiPo batteries due to employing the same mathematical modeling for the dif-

fusion process as the original model proposed in [Doyle, Fuller & Newman 1993], which is

based on Fick’s law, as seen in [Bard & Faulkner 1980].

12



The findings of this literature review are summarised through a visual representation

in Fig. 2.1. The cited papers are divided by type and small notes mention their specific

approaches and differences. The figure shows that the proposed battery model comes from

hybrid models, which are themselves derived from the ECM and electrochemical models,

but it employs the Rakhmatov-Vrudhula diffusion model, instead of being derived from other

LiPo battery models.

Figure 2.1: Visual representation of the literature review for LiPo battery models.
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2.2 Electrical subsystem on quadrotors

The electrical subsystem in a quadrotor is formed by the battery and the propulsors. As

such, it contains both the power source and the system actuators and should be taken into

account during the design process. In this work, the impact of this subsystem over the closed-

loop dynamics is analyzed through its models, and as such, other works which have explored

this field must be studied.

Two categories of works appear in this field: those which investigate the impact of the

behavior of specific components of the electrical subsystem over the quadrotor dynamics and

those that aim to provide design guidelines such that a vehicle can be built taking into consid-

eration a given restriction or a desired purpose. In the latter category, one can refer to a work

such as [Lim, Kim & Yee 2021], where a systematic method for the design of quadrotors is

proposed, and an algorithm for the analysis of the electric propulsion system is presented.

In [Zhang et al. 2021] and [Li et al. 2021] the problem of how to optimize the choice

and design of the system components such that environmental wind disturbances might be

rejected is studied. A method for optimizing the component selection for the propulsion

system according to the system requirements is explored in [Shi et al. 2017], but only the

steady-state behavior is considered. Such a method is also the research subject of [Dai et al.

2019], but only a linear battery model was considered as the power source. The restriction

imposed upon the vehicle design in [Benito et al. 2014] is a heavy payload requirement for

small-sized aircraft, while in [Vu, Dang & Dinh 2019] the goal is to design the electrical

subsystem for a quadrotor for use in agriculture. While these works present important guide-

lines for designers, due to their wide scope several of the system components are assumed in

their simplified forms, and the system dynamics are not fully explored.

When it comes to the focus on specific components, studies such as [Falconí et al. 2013]

show that the system performance is heavily dependent on the generated thrust from the

motors, and then explore different thrust control laws. A study of how the internal battery

dynamics affect the flight and control performance is conducted in [Podhradský et al. 2013]:

those authors have concluded that when the battery is partly discharged, it provides less out-

put power than when it is fully charged. Experimental test results where this effect appears

are presented. As a consequence, the actuators and the UAV dynamics become slower. An
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augmented thrust controller with a battery compensation block was proposed, but no design

guideline for determining the controller gains was provided. Furthermore, their results were

limited to an experimental platform that dealt with thrust for a single motor, instead of a

vehicle in-flight. This work was expanded with in-flight tests in [Podhradský, Coopmans &

Jensen 2014], but the implemented altitude controller had an error within 1m of the intended

setpoint. This same effect was studied in [Yahui, Shaolei & Cong 2014] and in [Szafranski,

Czyba & BŁachuta 2014], where the nonlinear model for the propulsion system of a UAV

is proposed, verifying the effect of different energy levels in the thrust obtained on an ex-

perimental setup. This setup did not involve an in-flight vehicle and the main interest was

restricted to the modeling problem. The same effect was studied in [Jee, Cho & Kim 2020],

focused on modeling the quadrotor actuators while taking undefined hardware errors into

account.

The work presented in this thesis shows an analysis of the closed-loop altitude and atti-

tude dynamics of a quadrotor, showing how the electrical subsystem affects them, especially

because of the varying battery voltage. Moreover, as these effects are deemed detrimental

to the system, compensation techniques through changes in the controller design and motor

command generation are proposed and implemented for an in-flight vehicle.

The findings of this literature review are summarised through a visual representation in

Fig. 2.2, where the proposed contributions are shown as being an extension of both the works

that have previously explored the effects of the electrical subsystem and those which aim to

improve the design process. It should be noted that when it comes to the design, the focus of

this work is on the flight controller and the command generation, which are more specific in

scope than most works in this area but are nevertheless critical components of a quadrotor.
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Figure 2.2: Visual representation of the literature review for Electrical subsystem on quadro-

tors.

2.3 Energy efficiency on quadrotors

The last stage of this literature review is to explore the works which deal with energy

efficiency for quadrotors. More specifically, having determined the nature of the relation-

ship between the desired vehicle dynamics and the electrical subsystem, the next step is to

consider solutions that optimize the system behavior with regard to its energy consumption.

This research topic is relevant since even though LiPo batteries have a high energy-to-mass

ratio, rotary-wing vehicles tend to have a high energy consumption rate, leading to low flight

autonomy. Therefore gains in energy efficiency are very desirable.

The first category of papers in this field is those concerned with minimizing energy spent

when the quadrotor is commanded to perform a mission. One of the most common ways

to deal with this problem is to define path planning as an optimization problem in which

the energy spent must be minimized, typically employing a battery model, as can be seen in
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[Schacht-Rodríguez et al. 2018], [Morbidi, Cano & Lara 2016] and [Yacef et al. 2017]. The

conditions for optimizing the path planning may change according to the desired application,

such as considering the effect of the wind [Azevedo et al. 2018], application in photogram-

metry [Franco & Butazzo 2016][Cabreira et al. 2018] or meeting the requirements for dis-

tributed cellular networks [Chou, Pang & Yu 2020][Galán-Jiménez et al. 2021]. While all of

these approaches are valid, they deal with the outermost control loop of quadrotors, which is

the control of lateral position, ignoring effects that might increase the energy consumption

in the inner control loops for altitude and attitude.

Another approach is to consider energy efficiency in the design of the controller itself. In

[Wang, Wang & Ren 2022] an attitude controller where the energy consumption is consid-

ered is proposed, by establishing a bound within which the system must operate, restricted

to cases where no aggressive maneuvers are performed during flight. A controller for path-

following is proposed in [Gandolfo et al. 2017] based on the relationship between vehicle

speed and consumed energy, showing that energy gains can be achieved when the trajectory

requirement is made of fixed points that must be reached by the vehicle, regardless of time

restrictions. A comparison between different control strategies is performed in [Gandolfo

et al. 2017], with the results indicating that one must be careful when drawing conclusions

about the advantages of one control strategy over another.

In all of these cases, the prediction of the flight time is important, so that missions might

be designed such that a given quadrotor has enough flight autonomy to perform them. Dif-

ferent approaches to solve this problem are studied in [Sierra et al. 2019], [Abdilla, Richards

& Burrow 2015] and [Schacht-Rodríguez et al. 2018], although all of them have in common

the use of a battery model with a linear SOC to generate the flight time predictions.

Other works try different approaches. The work presented in [Horn et al. 2019], con-

siders the impact of component choice over energy consumption, looking at the effects of

different propellers in a hybrid quadrotor. Works such as [Voznesenskii 2021] and [Zhao

et al. 2018] deal with strategies for automated battery replacement or recharging. In these

works, energy efficiency is considered for a system where one or more vehicles are perform-

ing given tasks, and the goal is to reduce the downtime due to discharged batteries.

Considering the works presented above, the discussion regarding energy efficiency in

this thesis is performed at a lower level, concerning the impact of the aggressiveness of the
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attitude control strategy over the energy consumption, which is not performed in [Wang,

Wang & Ren 2022] and [Gandolfo et al. 2017]. In addition, a nonlinear battery model was

used to evaluate the discharge, in place of simplified models that presume a linear behavior

from the battery.

This literature review is summarised through a visual representation in Fig. 2.3. This is a

wide field of research, with multiple proposals for solving different facets of the energy effi-

ciency problem. This is reflected by the relation between the proposed contribution and the

previous works shown in Fig. 2.3, which aims to look at energy efficiency within the context

of how the choice of aggressive closed-loop dynamics might affect energy consumption.

Figure 2.3: Visual representation of the literature review for Energy efficiency on quadrotors.
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Chapter 3

Model of a quadrotor mini drone

In this chapter, the model of a quadrotor is presented, encompassing the basic concepts

for this type of vehicle, the six degrees of freedom model (6-DOF) equations for an object

moving through space, and the associated state variables and the components of the electrical

subsystem. This chapter also contemplates the command generation strategy and the control

law employed in this study, along with how all of the system components relate to one

another. Of note, the model of the battery, which is a component of the electrical subsystem,

will be presented in detail in the subsequent chapter.

3.1 Basic concepts

The quadrotor is considered to be a rigid structure with four arms of the same dimensions

fixed to a central body. A propulsor, made of a propeller rigidly coupled to a motor, is placed

at the end of each of the arms. Two of these motors spin clockwise, while the other two spin

counter-clockwise. The placement of the components is such that the center of mass can be

considered sufficiently close to the geometric center of the vehicle. This configuration can be

achieved in two different forms: with the vehicle arms being aligned with the horizontal axes

of the inertial reference plane, called a cross configuration "+", or with the arms forming a

45
◦ angle in relation to this same axes, called an x configuration "x". These configurations

are both shown in Fig. 3.1. A quadrotor is a sub-actuated system, as it possesses only four

actuators to which commands can be sent, in the form of the motors, but has six degrees of

freedom.
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Figure 3.1: Comparison between the "+" and "x" quadrotor configurations.

The variables used to control the system are the thrust, roll angle, pitch angle, and yaw

angle. The thrust is defined as the resulting force along the vertical axis of the inertial ref-

erence frame and is the variable most closely associated with changes in vehicle altitude.

Therefore, the thrust command is achieved by changing all four motor speeds at the same

intensity. The roll angle, or simply roll, is the angle formed by performing a rotation around

the x axis of the inertial reference frame. In an "x" configuration, a positive roll command

is achieved by increasing the speed of the motors to the left of the x axis and decreasing the

speed of the motors to the right. The pitch angle is analogous to the roll, but for the y axis

instead. A positive pitch is achieved by increasing the speed of the motors to the right of the

y axis and decreasing the speed of those to the left. The yaw angle is the rotation around the

z axis, and a positive yaw command is achieved by increasing the speed of the motors spin-

ning clockwise and decreasing the speed of the motors spinning counter-clockwise. These

movements are demonstrated in Fig. 3.2.
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Figure 3.2: Positive roll, pitch, and yaw for an "x" configuration.

Due to these four variables being defined as the control outputs, a cascading control

structure is typically adopted for this type of vehicle, where attitude, which is considered to

be the set of the roll, pitch, and yaw angles, and the altitude are part of an inner control loop,

while the movement along the horizontal plane is controlled in an outer control loop. The

logic is that any commands that instruct the vehicle to move a given distance along the hor-

izontal axes are translated into variations in the attitude, while the altitude, which is a direct

function of the vertical thrust, is dealt with separately. Therefore, to attain precise control

of the quadrotor position, the most important factors are to implement reliable altitude and

attitude controllers.
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3.2 State variables

The state variables of the system are given by the following vectors:

• The translational position state variables vector in the inertial reference frame d(t) =
[

X(t) Y (t) Z(t)
]T

∈ R
3, in meters [m];

• the rotational position state variables vector in the inertial reference frame ρ(t) =
[

Φ(t) Θ(t) Ψ(t)
]T

∈ R
3, in radians [rad];

• the translational speed state variables vector in the inertial reference frame c(t) =
[

U(t) V (t) W (t)
]T

∈ R
3, in meters per second [m/s];

• the rotational speed state variables vector in the local reference frame Ω(t) =
[

p(t) q(t) r(t)
]T

∈ R
3, in radians per second [rad/s].

A sketch of a quadrotor showing these variables for a local reference frame Lo can be

seen in Fig. 3.3. The inertial reference frame I is also shown. The index Io in this case

denotes the inertial reference frame, while the index Lo denotes the local reference frame.

Figure 3.3: Sketch of a quadrotor in "x" configuration with a local and an inertial reference

frame.
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The difference between the translational position state variables when the local and in-

ertial reference frames are considered must be addressed. This is done through a rotation

matrix, from which the inertial position can be obtained from the local variables. The in-

verse of this same rotation matrix can perform the inverse process, going from the inertial to

the local variables.

The rotation matrix RIL ∈ R
3x3 is obtained through rotations around the z, y and x axis,

respectively, as shown in (3.1). The expanded expression, with each rotation, can be seen in

(3.2), which leads to the final expression in (3.3). The inverse of a rotation matrix is given

by its transpose, such that RIoLo

−1
= RIoLo

T
= RLoIo .

RIoLo
= Rz ·Ry ·Rx (3.1)

RIoLo
=











cosΨ − sinΨ 0

sinΨ cosΨ 0

0 0 1











·











cosΘ 0 sinΘ

0 1 0

− sinΘ 0 cosΘ











·











1 0 0

0 cosΦ − sinΦ

0 sinΦ cosΦ











(3.2)

RIoLo
=











cosΨ cosΘ cosΨ sinΘ sinΦ− sinΨ cosΦ cosΨ sinΘ cosΦ + sinΨ sinΦ

sinΨ cosΘ sinΨ sinΘ sinΦ + cosΨ cosΦ sinΨ sinΘ cosΦ− cosΨ sinΦ

− sinΘ cosΘ sinΦ cosΘ cosΦ











(3.3)

3.3 Cinematic and dynamic equations

Equations (3.4) through (3.7) describe the movement of a 6-DOF quadrotor. It is consid-

ered that the position d and velocities c are in the inertial reference frame.

ḋ = c (3.4)

ċ =
1

m
RIoLo











0

0

−T











+











0

0

g











(3.5)
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ρ̇ = S(ρ)Ω (3.6)

Ω̇ = J
−1(−Ω× JΩ+ τ ) (3.7)

Where, beyond the state variables previously described, the following can be seen:

• The gravity acceleration on earth g = 9.81m/s.

• The vehicle mass m ∈ R>0.

• The total thrust T ∈ R along the zL axis.

• The moments of inertia matrix J =











Jx 0 0

0 Jy 0

0 0 Jz











∈ R
3×3.

• The torque vector τ =
[

L M N
]T

∈ R
3×1, where L ∈ R is the torque around the

xL axis, M ∈ R is the torque around the yL axis, and N ∈ R is the torque around the

zL axis.

• The coupling matrix S(ρ), shown in (3.8), which describes how the movement in

one angle affects the others. By analyzing the lines of S(ρ) it can be seen that each

term of ρ̇ will be a function of the others, which reflects the coupling of the angles in

quadrotors. This can be explained by returning to Fig. 3.2, where it is visible that the

different movements have conflicting interests in regard to the increase or decrease of

the motor speeds.

S(ρ) =











1 sinΦ tanΘ cosΦ tanΘ

0 cosΦ − sinΦ

0 sinΦ sec θ cosΦ secΘ











(3.8)

This model places the torque vector τ and the total thrust T as the system inputs, from

which the translational and angular accelerations can be modified, which allows the control

of the translational position d and rotational position ρ. However, in most quadrotor archi-

tectures, the control signals are the speed commands for each of the four motors, implying
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that a relation must be defined between these two sets of variables. This relation will be

shown in Section 3.5.

3.4 Electrical subsystem

The electrical subsystem of a quadrotor mini drone is responsible for vehicle propulsion,

flight control, and providing power to all vehicle components. Its components are the mo-

tors, the battery, the flight controller, the input/output devices and a device responsible for

translating the lower power commands sent from the flight controller into the higher power

voltages needed to feed the motors.

This last component merits a more in-depth discussion. In its simplest form, it is com-

prised of a DC-DC converter. This DC-DC converter receives the duty cycle necessary to

provide the appropriate voltage to the motors. In this case, it is assumed that the setup has

been properly calibrated, as there is no controller to guarantee that the desired motor speed

has been achieved. This setup is typically employed by smaller quadrotors, which have a

single integrated board containing all components of the electrical subsystem apart from the

motor and the battery. This configuration is the one present in the Parrot Mambo, and is

shown in Fig. 3.4. The commanded motor speed ωi,C is converted to a PWM duty-cycle

ωi,PWM , that is sent to a DC-DC converter. This duty-cyle is then employed to modulate the

battery voltage vb so that the appropriate motor voltage vi is generated.

Figure 3.4: Integrated conversion for the commanded motor speeds.

In larger aircraft, a separate component is employed to perform this link between the

low and high-power parts of the system. This component is called an Electronic Speed

Controller (ESC). This component might be included either if an integrated board is not able

to meet the power requirements or if the motor speeds must be directly controlled. The most
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common ESC configuration is shown in Fig. 3.5. In this case, a sensorless control solution

is employed to generate the PWM duty-cycle ωi,PWM . This approach is adopted to control

the motor speed while maintaining a low cost by forgoing the need for a sensor.

Figure 3.5: Sensorless ESC setup.

A more sophisticated solution will include a closed-loop for the motor speed, as it is

shown in Fig. 3.6. While this setup provides the best degree of control over the motor speed,

the need for a reliable sensor increases the hardware cost. This is a problem since one of the

strong points of quadrotors is their low cost.

Figure 3.6: Closed-loop ESC setup.

Since the platform employed in this work is the Parrot Mambo, our scenario is the one

in Fig. 3.4. A more detailed diagram showing how the electrical subsystem components are

connected to one another can be seen in Fig. 3.7.

The propulsion system comprises four coreless DC motors, which achieve a higher rate

between motor mass and generated thrust. The coreless motors are modeled considering the

energy dissipated in the resistive windings and the energy required to overcome the internal

and load friction [Bolton & Pearson 2018]. The armature current is shown in (3.9), where

ii ∈ R is the current of motor i ∈ {1, 2, 3, 4}, ωi ∈ R is the propeller rotational rate of

motor i ∈ {1, 2, 3, 4}, Di ∈ [0, 1] is the duty cycle of motor i ∈ {1, 2, 3, 4}, ra ∈ R≥0 is the
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Figure 3.7: A quadrotor mini drone electrical diagram.

armature resistance, la ∈ R≥0 is the armature inductance, vb ∈ R is the battery voltage and

ke ∈ R≥0 is the motor torque constant. Due to the small dimensions of the motors employed

in this research, it will be considered that the armature inductance is negligible, that is la ≈ 0.

ii =
1

ra

[

Divb − keωi − la
dii

dt

]

(3.9)

The expression of the motor angular velocity dynamics can be seen in (3.10), where

J
P

∈ R≥0 is the combined inertia of the rotor and the propeller, b ∈ R≥0 is the viscous

friction coefficient, and kN ∈ R≥0 is the torque or drag coefficient, related to the propeller.

J
P
ω̇i = keii − bωi − kNω

2

i
(3.10)

The battery is responsible for providing power to the flight controller, the actuators, the

sensors, and the input/output systems, as can be seen in Fig. 3.7, where the battery current

ib ∈ R is shown. The following assumptions were considered in this work: (i) the cur-

rents provided to the flight controller, sensors, and input/output systems are negligible when

compared to the current provided to the actuators (ic ≈ 0) and (ii) the DC-DC converters
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are power conserving, such that the power provided by the battery is equal to the electric

power consumed by the actuators, as described in (3.11). This assumption was adopted as

the details regarding the actual nature of the DC-DC converters used to generate the motor

commands for the Parrot Mambo were not available.

vbib ≈

4
∑

i=1

Divbii ⇒ ib ≈

4
∑

i=1

Diii (3.11)

The sensors are responsible for measuring the system states and providing the feedback

signals for the flight controller, along with other relevant data such as the battery voltage. A

typical set of quadrotor sensors will normally include an Inertial Measurement Unit (IMU),

composed of an accelerometer and a gyroscope, a barometer, and an ultrasound distance

sensor aligned with the positive direction of the z axis. In many cases, cameras are also

employed to enable position tracking through image-based algorithms, such as Optical Flow.

The measurements provided by these sensors are then fused through a state estimator, which

provides estimates of the state variables of the 6-DOF model. The input/output interface is

used to enable communication with and send commands to the vehicle. It typically employs

wireless technologies such as radio, Wi-Fi, or Bluetooth Low Energy (BLE) connection,

due to the restrictions imposed by wired alternatives for use during flight. Through the

input/output interface flight data logs are collected, and flight trajectories and flight controller

algorithms are sent to the vehicle.

3.5 Control allocation and command generation

With the motor equations described in the previous section it is now possible to define

the relations that lead from the torque vector τ and thrust T to, ultimately, the Pulse Width

Modulation (PWM) signals corresponding to the commanded angular rates for the motors

ωi,PWM . Considering that ω =

[

ω1 ω2 ω3 ω4

]T

, the expression for the linear depen-

dency for a quadrotor in "x" configuration is presented in (3.12), where kT ∈ R is the thrust

coefficient and kN is the drag coefficient. The control allocation matrix B defines a constant

configuration, where lx = l sin 45
◦, with l ∈ R being the geometric distance between the
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propellers and the vehicle center of gravity [Falconí & Holzapfel 2014].
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(3.12)

Therefore, a set of commanded angular rates
[

ω1,C ω2,C ω3,C ω4,C

]T

can be obtained

from the moment and thrust commands
[

LC MC NC TC

]T

using (3.13).
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(3.13)

The PWM commands sent to the DC-DC converters ωi,PWM are then calculated by in-

verting and solving (3.9) and (3.10). The steady state condition ω̇i = 0 is considered, which

leads to (3.14).

0 = keii − bωi − kNω
2

i (3.14)

Considering the expression for the current ii shown in (3.9) and replacing ωi by ωi,C ,

the expression for Di as a function of ωi,C can be obtained as shown in (3.15), resulting in

(3.16).

0 =
ke

ra
(Divb − keωi,C)− bωi,C − kNω

2

i,C

ke

ra
(Divb − keωi,C) =bωi,C + kNω

2

i,C

Divb − keωi,C =
rab

ke
ωi,C +

rakN

ke
ω
2

i,C

Divb =keωi,C +
rab

ke
ωi,C +

rakN

ke
ω
2

i,C

(3.15)

Di =
1

kevb

[(
k
2

e + rab
)
ωi,C + rakNω

2

i,C

]
(3.16)
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Notice that the value of the battery voltage vb must be known in (3.16). If this value is

neither measured nor estimated, the assumed nominal battery voltage vb,0 is used, as shown

in (3.17).

Di =
1

kevb,0

[(

k2

e + rab
)

ωi,C + rakNω
2

i,C

]

(3.17)

The expressions defined in Sections 3.3, 3.4, and 3.5 detail how the components of a

quadrotor work, except for the battery which is the subject of the subsequent chapter. How-

ever, to analyze the closed-loop dynamics of a quadrotor, it is necessary to define the control

strategies implemented in the flight controller shown in Fig. 3.7. This will be explored in the

following sections, which show how the Nonlinear Dynamic Inversion approach was applied

to solve the altitude and attitude control problems.

3.6 Nonlinear dynamic inversion and error controller

The Nonlinear Dynamic Inversion (NDI) technique became popular for flight controllers

around 1990, due to its ability to decouple the controller design from the variations in the

vehicle dynamics during a large flight envelope (the limits within the gravity center of a

flying vehicle that can be safe for operation). The basis of this method is feedback lineariza-

tion [Horn et al. 2019]. The concept is that by canceling the nonlinear system dynamics, a

linear controller can be employed. However, the relevant system parameters and states must

be known, otherwise, the resulting output will not be satisfactory [Karlsson 2002]. This

strategy had its stability and robustness previously studied in [Yuan et al. 2013] and [Ducard

& Geering 2008], and was applied to UAVs in [Tal & Karaman 2021] and [Zhanqi & Xi’an

2012]

The feedback linearization process transforms a nonlinear system into a linear equivalent

through a change of variables and the use of proper control input. It can be applied to

nonlinear systems of the form shown in (3.18) and (3.19), where x ∈ R
n is the state vector,

u ∈ R
v is the input signals vector and y ∈ R

m is the output signals vector.

ẋ = f(x) + g(x)u (3.18)
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y = h(x) (3.19)

The goal is to achieve a control input of the form (3.20) such that the mapping between

u and the new input ν is linear. Then, a control strategy can be employed in an outer loop in

the resulting linear system.

u = a(x) + b(x)ν (3.20)

For simplicity, it is assumed that the system shown in (3.18) and (3.19) is Single Input

Single Output (SISO). The following analysis will show how to achieve the nonlinear dy-

namic inversion and can be easily extended for a system with multiple inputs and outputs. It

is divided into four parts: a brief explanation of the Lie derivative, the formalization of the

relative degree, the feedback linearization process itself, and its application to the case of

quadrotor altitude and attitude control loops.

3.6.1 Lie derivative

Consider the temporal derivative of (3.19), which can be obtained through the chain rule,

resulting in (3.22).

ẏ =
dh(x)

dt
=

dh(x)

dx
ẋ (3.21)

ẏ =
dh(x)

dx
f(x) +

dh(x)

dx
g(x)u (3.22)

Then, the Lie derivative of h(x) with respect to f(x) can be defined as in (3.23).

Lfh(x) =
dh(x)

dx
f(x) (3.23)

Similarly, the Lie derivative of h(x) with respect to g(x) is shown in (3.24).

Lgh(x) =
dh(x)

dx
g(x) (3.24)

This notation allows expressing ẏ as shown in (3.25):

ẏ = Lfh(x) + Lgh(x)u (3.25)

31



The Lie derivative notation is also convenient when taking several derivatives with re-

spect to the same vectorial field or with respect to a different one. Consider, for example,

(3.26) and (3.27).

L2
fh(x) = LfLfh(x) =

d(Lfh(x))

dx
f(x) (3.26)

LgLfh(x) =
d(Lfh(x))

dx
g(x) (3.27)

3.6.2 Relative degree

The system defined by (3.18) and (3.19) has a relative degree r ∈ N in a region x0 ⊂ X0

if the conditions defined in (3.28) and (3.29) are met for x ∈ xo with 0 ≤ k ≤ r − 2, k ∈ N.

LgL
k
fh(x) = 0 (3.28)

LgL
(r−1)
f h(x0) 6= 0 (3.29)

Considering this definition in relation to the expression of the temporal derivative y, it

can be defined that the relative degree of a system is the number of times the derivative y

must be derived until the output u appears explicitly in the derivative expression.

3.6.3 Feedback linearization

Assuming that the relative degree of the system defined by (3.18) and (3.19) is n, after

n derivatives of the output signal y the result shown in (3.30) is obtained. The notation y(n)

indicates the nth derivative of y.
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y = h(x)

ẏ = Lfh(x)

ÿ = L2
fh(x)

...

y(n−1) = L
(n−1)
f h(x)

y(n) = Ln
fh(x) + LgL

(n−1)
f h(x)u

(3.30)

As the relative degree of the system is assumed to be n, the Lie derivatives of the form

LgL
i
fh(x), for i = 1, . . . , (n− 2), are equal to zero. That is, the input signal u has no direct

contribution for the first (n−1) derivatives. TNDI(x) gives the normalized form of the system

from these first (n− 1) derivatives, arriving at (3.31).
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(3.31)

The transform shown in (3.31) translates trajectories of the original coordinate system x

to a new coordinate system z. These new trajectories are described by the new system shown

in (3.32).
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

ż1 = Lfh(x) = z2(x)

ż2 = L2
fh(x) = z3(x)

...

żn = Ln
fh(x) + LgL

(n−1)
f h(x)u

(3.32)

By observing the last equation of the system (3.32), it is possible to see that if the feed-

back control law is chosen as defined in (3.33), then żn = ν.

u =
1

LgL
(n−1)
f h(x)

(−Ln
fh(x) + ν) (3.33)
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The control law presented in (3.33) provides a linear input-output map from ν to z1 = y.


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ż1 = z2

ż2 = z3

...

żn = ν

(3.34)

The resulting system (3.34) is a cascade of n integrators, and an outer control loop ν can

be chosen by employing standard control solutions for linear systems. The resulting NDI

architecture can be seen in Fig. 3.8.

Figure 3.8: Nonlinear dynamic inversion control block diagram.

The algorithm described above shows how to apply the NDI to a generic system of the

form defined in (3.18) and (3.19). In the next sections, it will be shown how to apply this

strategy to the altitude and attitude control loops.

3.6.4 Applying NDI to a quadrotor

Attitude control loop

The attitude dynamics of a quadrotor were defined in (3.6), where the coupling of the

angular speeds is shown. The rotational dynamics are given by the Euler equation, which
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was shown in (3.7). These expressions are repeated below in (3.35) and (3.36), for ease of

reading.

ρ̇ = S(ρ)Ω (3.35)

Ω̇ = J−1(−Ω× JΩ+ τ ) (3.36)

The system can be rewritten as presented in (3.37), (3.38) and (3.39).

y = x1 (3.37)

ẋ1 = G1(x1) x2 (3.38)

ẋ2 = f2(x2) +G2u (3.39)

Where

• y is the system output and y = x1 = ρ

• x2 = Ω

• u = τ

• f2 = −J−1[x2 × (Jx2)]

• G2 = J−1

• G1(x1) = S(ρ)

By taking the derivative of the ouput y in (3.37), (3.40) can be written.

ẏ = ẋ1 = G1(x1) x2 = S(ρ)Ω (3.40)

The goal is to obtain the expression for the attitude dynamics ÿ. This results in (3.41) by

taking the derivative of (3.40).

ÿ = (LG1(x1)G1(x1)x2)G1(x1) x2 +G1(x1) ẋ2 (3.41)
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Equation (3.42) can be written by applying the Lie derivative.

(LG1(x1)G1(x1)x2) =
∂(G1(x1)x2)

∂xT
1

G1(x1)

∣

∣

∣

∣

x1

(3.42)

Then, (3.44) results from applying (3.42) to (3.41).

ÿ =
∂(G1(x1)x2)

∂xT
1

G1(x1) x2 +G1(x1) ẋ2 (3.43)

ÿ = (LG1(x1)G1(x1)x2) x2 +G1(x1)(f2(x2) +G2 · u) (3.44)

Considering ν ∈ R
3 the pseudo-control signal, then, the control goal is to track ÿ = ν.

This leads to (3.45), from which the commanded control input uc can be written as (3.48)

such that the nonlinear dynamics are inverted.

(LG1(x1)G1(x1)x2) x2 +G1(x1)(f2(x2) +G2u) = ν (3.45)

f2(x2) +G2u = G−1

1
(x1)(ν − (LG1(x1)G1(x1)x2) x2) (3.46)

G2u = G−1

1
(x1)ν −G−1

1
(x1)(LG1(x1)G1(x1)x2) x2 − f2(x2) (3.47)

uc = G−1

2
[G−1

1
(x1)ν −G−1

1
(x1)(LG1(x1)G1(x1)x2) x2 − f2(x2)] (3.48)

Returning to the original notation, the expression for the commanded torques τC is given

by (3.49) where νρ ∈ R
3 is the vector of the attitude pseudo-control signals and Ṡ(ρ, ρ̇) is

the derivative of the coupling matrix S(ρ) with respect to ρ.

τC = J [S−1(ρ)νρ − S−1(ρ)Ṡ(ρ, ρ̇)Ω+ J−1(−Ω× JΩ)] (3.49)

Altitude control loop

The application of the NDI to the altitude control loop is analogous to that seen above

for the attitude control loop. The translational position dynamics were defined in (3.4) and
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(3.5), from which the altitude dynamics can be extracted, as shown in (3.50) and (3.51).

Ż = W (3.50)

Ẇ = g −
T

m
cosΦ cosΘ (3.51)

The system shown in (3.50) and (3.51) can be rewritten as (3.52) (3.53), and (3.54).

y = x1 (3.52)

ẋ1 = x2 (3.53)

ẋ2 = g −G2(z1)u (3.54)

Where

• y is the system output and y = x1 = Z

• x2 = W

• u = T

• z1 = ρ

• G2(z1) = −
cosΦ cosΘ

m

Then, the equation for ÿ is shown in (3.55).

ÿ = g −G2(z1)u (3.55)

Once again, ν ∈ R is the pseudo-control signal, and the control goal is to track ÿ = ν.

This leads to equation (3.56). From (3.56), the commanded control input uc is defined as

(3.57).

ν = g −G2(z1)u (3.56)
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uc = G−1

2
(z1)(g − ν) (3.57)

Returning to the original notation, the expression for the commanded thrust TC is given

by (3.58), where νZ is the altitude pseudo-control signal.

TC =
m

cosΦ cosΘ
(g − νZ) (3.58)

Reference model and error controller

Let the desired system behavior for the system be given by yref ∈ R. To provide a

smoother and easier-to-track reference signal, a reference model of the form (3.59) is em-

ployed. The same model is also presented in a block diagram in Fig. 3.9. The constants

ω0 ∈ R and ζ0 ∈ R are the natural frequency and the damping coefficient, respectively.

Their values must be chosen to take into account the physical limitations of the vehicle and

the desired dynamic behavior.

ÿref + 2ζ0ω0ẏref + ω2

0
(yC − yref) = 0 (3.59)

Figure 3.9: Block diagram of a second order reference model.

The pseudo control ν is defined as (3.60), where Ke, KeI
and Kė are the proportional,

integral and derivative gains, respectively.

ν = ÿref +KeI

∫
t

0

e dδ +Ke e+Kė ė (3.60)
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∴ eI =

∫

t

0

e dδ (3.61)

With the error signal defined as in (3.62), the first and second derivatives are given by

(3.63) and (3.64).

e = yref − y (3.62)

ė = ẏref − ẏ (3.63)

ë = ÿref − ÿ (3.64)

Considering that after the feedback linearization ÿ = ν, (3.65) can be written. The

resulting error dynamics are then given by (3.66), which shows that through the proper choice

of the proportional gain Ke, integral gain KeI
and derivative gain Kė the closed loop poles

can be placed in an arbitrary location.

ë =❍
❍ÿref −

❍
❍ÿref −KeI

∫

t

0

e dδ −Ke e−Kė ė (3.65)











ėi
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(3.66)

Block diagrams

When applied to a quadrotor, the control strategy described in this Section results in

the block diagrams for the altitude and attitude control loops shown in Figs. 3.10 and 3.11,

respectively. It should be noted that a control loop for the X and Y variables are also present,

but acting as a way to relate position commands to attitude commands, which is consistent

with the dynamic equations for the quadrotor presented in Section 3.3, which show that the

variables directly related to the inputs T , L, M and N are the altitude and attitude variables.

39



Figure 3.10: Block diagram of the altitude control system.

Figure 3.11: Block diagram of the attitude control system.

3.7 Integrated model

The integrated system of a quadrotor mini drone, with all of the components described

in the previous sections, is shown in Fig. 3.12. A state estimator receives the data from

the embedded sensors and estimates them to the controllers. The commands for the attitude

control system are derived from the position controller, which defines the desired position

in relation to the inertial reference frame. The altitude is controlled in a separate loop, as

one of the desirable characteristics of quadrotors is their ability to keep a constant height

while changing their position. The resulting commanded torques TC , LC , MC , and NC are

then used as the input for the control allocation process and the PWM commands for the

motors are generated and sent to the ESCs. The ESCs then feed the battery voltage to feed

the motors such that they spin at the desired speed, and from there the dynamic equations of

the 6-DOF model can describe the resulting flight dynamics.
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Figure 3.12: Integrated system of a quadrotor mini drone.

In Fig. 3.12 the position controller is shown. As mentioned before, this controller will

provide the commands for the attitude controller according to the desired trajectory for the

vehicle. The corresponding equations are presented in (3.67) and (3.68), where eX = X −

XR, eY = Y − YR, ΦC and ΘC are the commanded pitch and roll angles, respectively,

and KpY , KdY , KpX and KdX are the position controller gains. A rotation is performed to

calculate the error, as the local and inertial reference frames might not be aligned.

ΦC = KpY (− sin(Ψ)eX + cos(Ψ)eY ) +KdY V (3.67)

ΘC = KpX (cos(Ψ)eX + sin(Ψ)eY ) +KdY U (3.68)

Additionally, the control of the yaw angle Ψ also needs to be detailed. When considering

a quadrotor flight, controlling the yaw angle corresponds only to defining which direction

the vehicle will be facing. This fact, in addition to the fact the yaw angle bears no influence

over the movement along the horizontal plane or the vertical axis, makes it so controlling this

state is comparatively less critical than controlling the other attitude states and the altitude.

A separate PID controller is used in this case, according to the expression shown in (3.69),
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where eΨ = ΨR −Ψ, resulting in the commanded moment LC .

LC = KpΨeΨ +KiΨ

∫ t

0

eΨ dδ +KdΨėΨ (3.69)

In this chapter, the quadrotor mini drone model used in this research was detailed. This

includes the explanation of the basic concepts which govern the operation of such vehicles,

along with the relevant kinematic and dynamic equations. The electrical subsystem was

described, with the exception of the battery, along with how the commands for the motors

are generated. The application of the NDI control strategy to the quadrotor altitude and

attitude control loops was shown. The connections between these different components led

to an integrated model. In the next chapter, the battery model will be presented, including its

mathematical expressions and experimental results.
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Chapter 4

Model of a lithium-polymer battery

In this chapter, the theoretical concepts, modeling strategies, and research results regard-

ing the study of Lithium-Polymer(LiPo) batteries as a component in quadrotor systems are

explored. The concepts behind the workings of Lithium based batteries are explained. The

proposal is to model LiPo batteries by combining two models: the Rakhmatov-Vrudhula dif-

fusion model and an electrical model, which are described. Subsequently, a discrete version

of the composition of these two models is presented. The parameters of this discrete model

were estimated from experimental data. A study was conducted on how to best estimate the

necessary diffusion and electrical model parameters, leading to a set of tests that allows the

values to be estimated jointly. Then, the results of the modeling process of several batter-

ies are shown, along with a description of the experiment design and of the decisions taken

during the modeling process. The results demonstrate that the employed modeling approach

was able to accurately capture the dynamics of LiPo batteries.

4.1 Workings of lithium-based batteries

A battery, or electrochemical accumulator, is defined as a device capable of converting

chemical energy into electrical energy [Silva 2016]. The typical structure of a battery is an

association in series or parallel of one or more electrochemical cells, where each of these

cells possesses a positive electrode, or cathode, and a negative electrode, or anode, which

are separated by an electrolyte. Chemical energy is converted to electrical energy as a result

of the chemical reactions between the electrodes and the ions in the electrolyte, also called
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electroactive species [Neves et al. 2016].

During the discharge process inside lithium-based battery cells, a process of diffusion of

the lithium ions happens from the anode to the cathode, which can be seen in Fig. 4.1. This

phenomenon is modeled in the first model proposed for LiPo batteries in [Doyle, Fuller &

Newman 1993]. During the recharge, the diffusion happens in the opposite direction, that is,

it is bidirectional, changing according to the operating regime.

Figure 4.1: Representation of the lithium ions diffusion during the battery discharge.

The loss of electrons is called oxidation, and the gain is called reduction. Thus, the

reactions in the discharge process can be described by (4.1) for the reduction and (4.2) for the

oxidation, where e− are the electrons, O are the oxidized species and R the reduced species.

In the reduction, the oxidized species receive electrons and become reduced species, while in

the oxidation the reduced species free electrons to form oxidized species. If there is no load,

and consequently no ion diffusion, the electroactive species remain uniformly distributed

along the electrolyte.

O + e
−

→ R (4.1)

R → O + e
− (4.2)

The most relevant variables when formulating the specifications for a given battery are its

voltage, measured in volts (V ), its capacity, typically measured in milliampere-hour (mAh)

and its maximum constant discharge rate in amperes (A), measured as a multiple of the

current specified in the capacity. In LiPo batteries, the nominal voltage value is around 3.6

to 3.7V per cell. Such values are smaller than the full charge voltage equal to 4.2V and
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greater than the full discharge voltage equal to 3.0V . Since batteries are manufactured by

associating cells, either in series or parallel, the nominal voltage of a LiPo battery is always

an integer multiple of this value.

In a real battery, both the terminal voltage and the capacity diminish as the current de-

manded by the load increases [Jongerden & Haverkort 2010]. Another phenomenon that

happens in real batteries is the formation of a gradient of the concentration of electroactive

species in the electrolyte during the discharge. This concentration of active material appears

in the junction between the electrode and the electrolyte, getting smaller as the electrochemi-

cal reactions happen. When the battery is not being discharged the intensity of the gradient is

reduced. The concentration of electroactive species in the electrolyte becomes more uniform,

and the battery’s apparent charge increases, in a process called the regeneration effect.

This process is shown in Fig. 4.2. At first, the battery is fully charged (a). As the

discharge occurs, a gradient of electroactive species appears in the electrolyte (b), and when

the discharge ends the remaining electroactive species return to a uniform distribution (c),

which is precisely the regeneration effect described previously, which replenishes part of

the available charge in the battery. As multiple discharges happen, the concentration of the

electroactive species diminishes (d), until it is no longer possible to maintain the necessary

chemical reactions for energy generation, and the battery is then considered discharged.

Figure 4.2: Representation of the different states of the battery regeneration process.

Another behavior present in real batteries is the capacity rate effect, which is associated

with the regeneration effect. As the discharge current increases, the effective capacity of

the battery decreases, since the electroactive species are being consumed by the chemical
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reactions at the electrode faster than they can be replenished through the diffusion process.

When it comes to small discharge currents, the opposite occurs, where it is possible to use

almost the totality of the electroactive species in the battery. In this case, the concentration at

the electrode will take more time to reach the critical point at which the battery is discharged

since the diffusion will have more time to happen. For intermediate values of discharge

currents a mix of both regimes is observed [Fransozi 2015][Schneirderi 2011].

The following voltage values are, generally, important when analyzing batteries:

• Open-circuit voltage voc: the value of the voltage in the battery terminals in the absence

of load.

• Terminal voltage vb: the value of the voltage between the battery terminals in the

presence of load.

• Cut-off voltage vcut: Voltage value between the battery terminals at which the battery is

considered discharged. Further discharge below this level might permanently damage

the battery.

A model is necessary to describe how the electrochemical diffusion process inside the

battery will affect the available terminal voltage and its charge. The Rakhmatov-Vrudhula

model achieves this by using Fick’s laws of diffusion. This demonstration is shown in the

next section, according to what was presented in [Neves et al. 2016].

4.2 Rakhmatov-Vrudhula model

The Rakhmatov-Vrudhula diffusion model has been used to model the diffusion dynam-

ics of Li-ion batteries in works such as [Wang et al. 2022], [Neves et al. 2016] and [Spohn

et al. 2008], and provides an accurate solution to the state of charge estimation problem

coupled with a very low computational cost. The resulting model is a solution for the set of

differential equations that describe the diffusion process inside the battery. The model pa-

rameters are dependent solely on the knowledge of the total battery capacity and the diffusion

coefficient.

The decision to use the Rakhmatov-Vrudhula model for LiPo batteries was made af-

ter comparing it to the LiPo battery model proposed in [Doyle, Fuller & Newman 1993].
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Although there are differences in the materials used in constructing Li-ion and LiPo bat-

teries, the diffusion phenomenon is described by Fick’s laws in both cases, which suggests

that the diffusion operates similarly for both batteries. While this does not prove that the

Rakhmatov-Vrudhula model is an exact diffusion model for LiPo batteries, it indicates that

it may be possible to use it for this type of battery. The results in Section 4.5 demonstrate

that the proposed model was able to accurately model the behavior of several LiPo batteries.

For a given electrochemical cell, consider that there is a uniform distribution of the elec-

troactive species through an electrolyte of finite dimension µ. Consider, then, that C(x, t)

gives the concentration of electroactive species in the electrolyte at a distance x ∈ [0, µ] from

the electrode in a time instant t ∈ [0, Lb], where Lb is the discharge time of the battery. At

x = 0 the function C(0, t) gives the concentration of the electroactive species at the elec-

trode. When the battery is fully charged, the initial concentration at the electrolyte is given

by a value C∗. By comparing the value of C(0, t) with C∗ it is possible to measure how

many electroactive species left the electrode since the beginning of a given discharge. This

comparison is called depth of charge ρ(t), as can be seen in (4.3).

ρ(t) = 1−
C(0, t)

C∗

(4.3)

Since the total discharge time is given by Lb, C(0, LB) is the condition of the concentra-

tion of charge at the electrode which corresponds to the value of the cut-off voltage vcut. As

such, ρ(Lb) is the total depth of discharge.

From Fick’s first law [Bard & Faulkner 2001] it can be seen that the flux of electroactive

species J(x, t) is proportional to the gradient of the concentration, as can be seen in (4.4),

where D is a constant associated to the diffusion coefficient of the electroactive species.

−J(x, t) = D
∂C(x, t)

∂x
(4.4)

The variation in the concentration of the electroactive species through time is given by

Fick’s second law (4.5).

∂C(x, t)

∂x
= D

∂2C(x, t)

∂x2
(4.5)
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From Faraday’s law it can be established that for x = 0 the flux J(0, t) at the surface of

the electrode is proportional to the battery current ib(t), as can be seen in (4.6), where n is

the number of electrons taking part in the electrochemical reaction, F is Faraday’s constant

and S is the surface area of the electrode.

−J(0, t)nSF = ib(t) (4.6)

It is possible to employ the laws above to obtain the relationship (4.7).

D
∂C(x, t)

∂x

∣

∣

∣

∣

x=0

=
ib(t)

nFS
(4.7)

When x = µ, that is, when at the furthest point from the electrode in the diffusion region,

the boundary conditions establish that the flux is zero, which gives (4.8).

D
∂C(x, t)

∂x

∣

∣

∣

∣

x=µ

= 0 (4.8)

The system of differential equations formed by (4.4) and (4.5), along with the boundary

conditions (4.7) and (4.8) was solved by Rakhmatov and Vrudhula [Rakhmatov & Vrudhula

2003]. A solution of the form (4.9) was proposed.

d2C(x)

dx2
− a2C(x) = −b (4.9)

Equation (4.10) can be obtained through the Laplace transform C̄(s).

s2C̄(s)− sC(0)− C ′(0)− a2C̄(s) = −

b

s

C̄(s) =
−b+ s2C(0) + sC ′(0)

s(s− a)(s+ a)

(4.10)

Expression (4.11) is obtained from (4.10) through partial fraction expansion.

C̄(s) =
A′

s+ a
+

B′

s− a
+

b

a2s
(4.11)

The result of the inverse Laplace transform of (4.11) is shown in (4.12).

C(x) =
b

a2
+ A′e−ax +B′eax (4.12)
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Next, the Laplace transform is applied to Fick’s second law (4.5), obtaining (4.13), where

C̄(x, s) is a boundary condition and C∗ = C(x, 0).

sC̄(x, s)− C̄(x, 0) = D
d2C̄(x, s)

dx2
(4.13)

By comparing (4.13) with (4.9) it is possible to determine the values of a2 e b.

a2 =
s

D
(4.14)

b =
C∗

D
(4.15)

Replacing a2 and b in (4.12), equation (4.16) is obtained.

C̄(x, s) =
C∗

s
+ A′(s)e−

√
s

D
x +B′(s)e

√
s

D
x (4.16)

The boundary conditions in (4.17) result from the derivative of (4.16).

dC̄(x, s)

dx
= −

√

s

D

(

A′(s)e−
√

s

D
x
− B′(s)e−

√
s

D
x

)

(4.17)

The system of equations to find the values of A′(s) and B′(s) is formed from (4.6) and

(4.7), arriving at (4.18) and (4.19).

−

√

s

D
(A′(s)− B′(s)) =

ī(s)

nFSD
(4.18)

−

√

s

D

(

A′(s)e−
√

s

D
ω
− B′(s)e

√
s

D
ω

)

= 0 (4.19)

by isolating B′(s) in (4.18), the expression in (4.20) is obtained.

B′(s) = A′(s) +
ī(s)

√

D

nFSD
√

s
(4.20)

replacing (4.20) in (4.19), (4.21) can be written.

A′(s) =

−ī(s)
√
D

nFSD
√
s
e
ω

√
s

D

e
ω

√
s

D − e
−ω

√
s

D

(4.21)
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applying (4.21) in (4.20) the expression (4.22) for B′(s) is obtained.

B′(s) =
ī(s)

√
D

nFSD
√
s

(

1− eω
√

s

D

eω
√

s

D − e−ω

√
s

D

)

(4.22)

With the values of A′(s) and B′(s) being known, the concentration of the electroactive

species along the dimension µ of the electrolyte can be obtained from (4.16). To measure

the depth of discharge ρ(t) the concentration at the electrode is needed, that is, the value of

C̄(x, s) for x = 0, presented in (4.23).

C̄(0, s) =
C∗

s
− ī(s)

√
D

nFSD
√
s

(

eω
√

s

D + e−ω

√
s

D

eω
√

s

D − e−ω

√
s

D

)

(4.23)

The hyperbolic cotangent of a given variable λ is given by (4.24).

cothλ =
eλ + e−λ

eλ − e−λ
(4.24)

applying the formula of the hyperbolic cotangent (4.24) to (4.23) results in (4.26).

C̄(0, s) =
C∗

s
− ī(s)

√
D

nFSD
√
s
coth

(

ω

√

s

D

)

(4.25)

C̄(0, s) =
C∗

s
− ī(s)

nFSD

coth(ω
√

s

D
)

√

s

D

(4.26)

let the inverse Laplace transform of
coth(ω

√
s

D
)√

s

D

be given by (4.27).

L−1

{

coth(ω
√

s

D
)

√

s

D

}

=

√

D

πt

∞
∑

k=−∞

e−
ω
2
k
2

Dt (4.27)

Considering (4.27) and that a multiplication in frequency is equivalent to a convolution

in time, the inverse Laplace transform of (4.26) can be obtained, resulting in (4.29), which

is the expression for the concentration of the electroactive species in the electrode through

time.

C(0, t) = C∗ − ib(t)

nFSD
∗
√

D

πt

∞
∑

k=−∞

e−
ω
2
k
2

Dt (4.28)

C(0, t) = C∗ − 1

nFS
√
πD

∫

t

0

ib(τ0)√
t− τ0

∞
∑

k=−∞

e
−

ω
2
k
2

D(t−τ0)dτ0 (4.29)
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Applying (4.29) to (4.3), results in equation (4.30).

ρ(t) =
1

nFSD
√

πDC∗

∫ t

0

ib(τ0)
√

t− τ0

∞
∑

k=−∞

e
− ω2k2

D(t−τ0)dτ0 (4.30)

The relation (4.31) is valid for Re(y) > 0.

∞
∑

k=−∞

e−yk2 =

√

π

y

∞
∑

k=−∞

e
−π2k2

y (4.31)

Considering y = ω2

D(t−τ0)
> 0, (4.32) can be written.

∞
∑

k=−∞

e
− ω2k2

D(t−τ0) =

√

πD(t− τ0)

ω2

∞
∑

k=−∞

e−
πD(t−τ0)k

2

ω2 (4.32)

applying (4.32) to (4.30) leads to (4.33), which gives the depth of discharge through time.

ρ(t) =
1

nFSωC∗

∫ t

0

ib(τ0)
∞
∑

k=−∞

e−
π2D(t−τ0)k

2

ω2 dτ0 (4.33)

since k2 = (−k)2 in the sum that can be seen in (4.33), arriving at (4.35).

∞
∑

k=−∞

e−
π2D(t−τ0)k

2

ω2 =
−1
∑

k=−∞

e−
π2D(t−τ0)k

2

ω2 + e0 +
∞
∑

k=1

e−
π2D(t−τ0)k

2

ω2 (4.34)

∞
∑

k=−∞

e−
π2D(t−τ0)k

2

ω2 = 1 + 2
∞
∑

k=1

e−
π2D(t−τ0)k

2

ω2 (4.35)

the result of applying (4.35) to (4.33) is (4.36).

ρ(t) =
1

nFSωC∗

[

∫ t

0

ib(τ0)dτ0 + 2
∞
∑

k=1

∫ t

0

ib(τ0)e
−

π2D(t−τ0)k
2

ω2 dτ0

]

(4.36)

By specifying two parameters, β = π
√
D

ω
and α = nFSωC∗ρ(Lb), it is possible to write

the relationship between α, β, the total discharge time Lb and the current ib as (4.37).

α =

∫ Lb

0

ib(τ0)dτ0 + 2
∞
∑

k=1

∫ Lb

0

ib(τ0)e
−β2k2(L−τ0)dτ0 (4.37)

(4.37) is the relationship between the time Lb needed for the battery to reach the cut-off

voltage vb, the discharge current ib(t), where the parameters α and β can be estimated from

experimental data. These two parameters are a representation of the physical characteristics
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of the battery, with α being the maximum charge of the battery, measured in coulombs, and β

is the diffusion parameter of the diffusion of the electroactive species through the electrolyte,

measured in s−1/2. The total charge delivered by the battery to the external load is given by

the first term of the right side of (4.37), while the second term represents the charge that

cannot be delivered to the electroactive species in the surface of the electrode at the time

instant t = Lb. The total charge consumed corresponding to discharge times smaller than Lb

is given by (4.38), where the charge lost term is σd and the unavailable charge σu.

σ(t) = σd(t) + σu(t) =

∫ t

0

ib(τ0)dτ0 + 2
∞∑
k=1

∫ t

0

ib(τ0)e
−β2m2(L−τ0)dτ0 (4.38)

An ideal battery would be able to deliver all of its capacity to an external load. This

means that for an ideal battery β → ∞, which results in σu ≈ 0. As β increases, the speed

of the diffusion of the electroactive species increases, reaching the electrode faster. On the

other hand, as β decreases, fewer ions are available at the electrode, since the diffusion speed

decreases.

By applying the Laplace transform to (4.38) [Neves et al. 2016] the transfer function

H(s) between the input Īb(s) = L[Ib(t)] and the output σ̄b(s) = L[σ(t)] is obtained, as can

be seen in (4.39).

H(s) =
σ̄(t)

Īb(s)
=

1

s
+ 2

∞∑
k=0

1

s+ β2k2
(4.39)

A steady-state solution can be obtained for the second term of (4.39) [Luiz, Lima & Lima

2022], considering a constant current I , which results in (4.40). Thus, the parameters of the

diffusion model α and β can be estimated using (4.40) and performing multiple constant

current discharge experiments. This procedure will be detailed further in this chapter.

α = ILb +
π2

3β2
I (4.40)

The percentile error ∆% of the sum in (4.39) was calculated for the case in which the first

k0 terms are employed, resulting in (4.41). For example, in the case where the first 10 terms
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of the sum are considered, ∆% = 5, 78%.

∆% =

π2

6β2 −
1

β2

∑k0
k=1

1

k2

π2

6β2

100% (4.41)

Finally, the state of charge of the battery can be defined as shown in (4.42). The SOC

is a percentile value that is obtained by calculating the normalized difference between the

maximum charge α and the depth of discharge σ.

A(t) = 100

(

α− σ(t)

α

)

% (4.42)

A limitation of the Rakhmatov-Vrudhula model is that it only provides the SOC of the

battery, giving no information regarding the terminal voltage. The value of the SOC given

by (4.42) needs to be related to the terminal voltage vb, so that the model can not only

predict how long the battery will take to discharge, but also can estimate the voltage during

this process. In this work, an equivalent circuit model is employed for this purpose, being

described in the following section.

4.3 Electrical model

The diffusion model presented in the previous section is able to represent part of the

internal dynamics of the battery, but some relevant phenomena are not included in it. Addi-

tionally, if the aim is to obtain a model which can provide the battery voltage vb in addition to

its state of charge A(t), a relation between these two variables must be established. For this

purpose, an electrical model is employed. The coupling of an electrical model to a model

that gives an estimation of the state of charge is a widely used strategy in battery modeling,

as can be seen in [Lee, Dai & Chuang 2018], [Valladolid et al. 2019] and [Wang et al. 2022].

The electrical model used is shown in Fig. 4.3. The battery voltage vb is given by (4.43),

where voc(t) is the open-circuit voltage of the battery as a function of the state of charge

f(A(t)), and rs is the series resistance. The dynamics of the voltage drop vcj(t) for a given

RC parallel circuit j is given by (4.44), where rj and cj are the resistance and capacitance,

respectively. These parallel circuits model the fast dynamics at the battery electrode, which

is not covered by the typically slower response of the diffusion model. This leads to the
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inclusion of these additional parameters in the model, as otherwise there would be non-

modeled dynamics when comparing the experimental data with the model response for the

battery voltage. The relationship between the open-circuit voltage voc and the state of charge

A(t) can be obtained through a low discharge rate experiment, for which (4.45) is true.

Figure 4.3: Electrical model for a LiPo battery.

vb(t) = voc(t)− rsib(t)−
n∑

j=1

vcj(t) (4.43)

ib(t) =
vcj(t)

rj
+ cj v̇cj(t) (4.44)

vb(t) ≈ voc(t), for ib(t) ≈ 0 (4.45)

4.4 Discrete-time model

From this point forward, the models previously presented, which were already employed

in the literature, will be combined into the proposed lumped parameter model for a LiPo

battery. This combination is performed through the relationship between the open-circuit

voltage voc and the state of charge A(t), mentioned in the previous Section. The result is

a model which can represent the state of charge by modeling the diffusion and provide an

estimate of the battery voltage vb through the ECM.

In order to apply an optimization algorithm to estimate the model parameters, a discrete-

time version of the complete battery model had to be determined. The state-space for the
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diffusion model for a given sampling time ts can be seen in (4.46) and (4.47), where σd is the

delivered charge state, σum are the unavailable charge states, m ∈

[

1, 2, . . . ,M
]

and k ∈ N

is the discrete time, where t = kts. The state of charge A(k) is obtained from (4.48) and the

open-circuit voltage is given by (4.49). Then, the state-space model of the ECM is given by

(4.50) and (4.51).
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σ(k) =
[

2 2 · · · 2 1
]
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A(k) = 100
α− σ(k)

α
% (4.48)

voc(k) = f(A(k)) (4.49)
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vb(k) =
[

−1 −1 · · · −1
]
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vc1(k)

vc2(k)
...

vcn(k)

















− rsib(k) + f(A(k)) (4.51)

This model is derived from the equations for the diffusion and electrical models shown in

Sections 4.2 and 4.3, respectively. A block diagram showing how the equations relate to one

another is presented in Fig. 4.4 for added clarity. The block diagram employs the Z transform

to obtain the discrete-time transfer functions from (4.46) to (4.51), and the corresponding

expressions are shown in (4.52)

σ̄d(z) =
z

z − 1
īb(z)

σ̄um(z) =

(

2
M
∑

m=1

(

z

z − e−β2m2

)

)

īb(z)

σ̄(z) =σ̄d(z) + σ̄u(z)

A(k) =100
α−Z

−1[σ̄(z)]

α
%

voc(k) =f(A(k))

v̄cj(z) =
c−1

j z

z − e
−

1

rjcj

īb(z)

vb(k) =voc(k)− rsib(k)−Z
−1

[

n
∑

j=1

v̄cj(z)

]

(4.52)
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Figure 4.4: Block diagram of the battery model implementation.

4.5 Results

This section presents a set of results showing the proposed model’s performance. The

employed methods and materials are described, the steps and decisions taken during the

modeling process are explained, an analysis of the choice of the number of RC branches is

provided and the modeling results for several batteries are provided.

4.5.1 Methods and materials

The setup shown in Fig. 4.5 was employed to collect experimental discharge data from

LiPo batteries. An EA-EL 9080 programmable DC load was used to set the discharge rate

for each experiment, and an OWON XDM2041 digital multimeter was employed to measure

the voltage between the battery terminals during the discharges. Although the DC load is

capable of providing voltage data, its precision is limited to only the first decimal digit, thus

demanding the inclusion of the multimeter for better precision.

As shown in the diagram, both devices were connected to a computer by serial connec-

tions, through which the measured data was transmitted and stored in log files.

The sampling time used is ts = 0.01 s, matching the sampling rate of the measuring

hardware. The experimental data used in the parameter estimation was collected from three

batteries in each of the cases shown next, in order to account for possible variations in the
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Figure 4.5: Experimental setup used to collect battery discharge data.

manufacturing process.

The model parameters are shown in the model equations in Section 4.4, which also de-

scribe the behavior of the battery dynamics. By analyzing these expressions, a set of ex-

periments can be designed such that these parameters can be extracted from experimental

data. These experiments are described below. From this point forward the notation ǫ̂ will be

employed to refer to the estimate of a given variable or parameter ǫ.

1. The first experiments are constant current discharges to obtain the diffusion model

parameters α and β, starting at the nominal discharge current value of each cell 1C,

and increasing by its multiples 2C, 3C, . . . and so on, until the battery discharges. An

example of these currents with fictional times can be seen in Fig. 4.6. The resulting

pairs of current and discharge times from these experiments can be employed to obtain

the estimated α̂ and β̂ by solving the optimization problem stated in (4.53).

[α̂, β̂] = argmin
[α,β]

(

1

N

N
∑

k=1

(Lb(k)− L̂b(k|[α, β]))
2

)

s.t. L̂b(k|[α, β]) =
α

I(k)
−

π3

3β2

α ∈ R≥0

β ∈ [0, 1]

(4.53)
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Figure 4.6: Example of the constant current discharge test currents.

2. The next step in the modeling process is representing the open-circuit voltage voc as a

function f of the state of charge A(t). For this purpose, a constant current discharge

at a current low enough such that vb ≈ voc is performed until the battery is fully

discharged. An example of the test current can be seen in Fig. 4.7. Then, f̂ can be

obtained by solving the optimization problem stated in (4.54), where vdataoc and vestimoc

are the experimental and estimated open-circuit voltages, respectively. Notice that a

choice regarding the mathematical expression of the function f must be made, such

as a polynomial expression or Fourier expansion. This choice will be analyzed in a

subsequent section.

f̂ = argmin
f

(

1

N

N
∑

k=1

(voc(k)− f(A(k)))2

)

s.t.Eqs. (4.46) to (4.49)

(4.54)
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Figure 4.7: Example of the low current discharge test currents.

3. Finally, a pulsed current discharge at 10C is conducted. The current pulses in this case

are short in duration, followed by a long time where no current is drained, capturing

the regeneration regime in the resulting experimental data. An example of the pulsed

current signal can be seen in Fig. 4.8. This experiment allows the estimation of the

electrical model parameters by solving the optimization problem stated in (4.55). Let

υ =
[

rs r1 · · · rn c1 · · · cn

]

∈ R
2n+1

≥0
be the ECM parameters vector and υ̂ its

estimate.

υ̂ = argmin
υ

(

1

N

N
∑

k=1

(vb(k)− v̂b(k|υ))
2

)

s.t.Eqs. (4.46) to (4.51)

υ ∈ R
2n+1

≥0

(4.55)
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Figure 4.8: Example of the pulsed current discharge test currents.

Several error graphs will be shown to provide a quantitative measure of the modeling

results. The estimation error e in these graphs is calculated as shown in (4.56), where xdata

and xestim are the experimental and the estimated values of a variable x, respectively. Its

mean and maximum values will also be employed. The mean and maximum values of the

estimation error shown in (4.56) will also be used, defined in (4.57) and (4.58) for N samples,

respectively.

e(k) = 100

∣

∣

∣

∣

x(k)− x̂(k)

x(k)

∣

∣

∣

∣

% (4.56)

eavg =
1

N

N
∑

k=1

e(k) (4.57)

emax = max1≤k≤N |e(k)| (4.58)
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4.5.2 Analysis of the modeling process

The results from this section were obtained from a set of three GREPOW 32000mAh,

3.8V , 8C batteries. The goal is to describe the decisions and conclusions gathered at each

step of the modeling process.

Constant discharge experiments

The experimental data gathered from the constant current discharge experiments can be

seen in Fig. 4.9, along with the estimated discharge times obtained from the diffusion model

employing the parameters resulting from the solution of (4.53). The corresponding errors

are shown in Fig. 4.10. The optimization problem in this case was solved by employing

an interior point algorithm with an error tolerance of 10−6. By observing the graphs, it is

evident that the model is precise when it comes to predicting the discharge time for a given

constant current, with the highest error among all cells being slightly greater than 2%.
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Figure 4.9: Comparison between experimental data and model prediction for constant current

discharge times (GREPOW).
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Figure 4.10: Estimation error for constant current discharge times (GREPOW).

Low discharge rate experiment

It was stated that in order to find voc(k) = f(A(k)) the optimization problem (4.54)

must be solved. This formulation of the optimization problem assumes that the SOC A(k) is

known, which implies that α and β have been correctly estimated. While the results shown

in Figs. 4.9 and 4.10 indicate that this might be the case, it will be shown in the next section

that the diffusion parameter β must be re-estimated. Therefore, the optimization problem

(4.54) must be reformulated to be independent of this parameter.

Considering that in this case the steady-state solution presented in (4.40) is valid, for

a small value of I the unavailable charge term of the diffusion model can be considered

negligible, as the discharge time Lb will be large. This means that, in this case, the state of

charge is approximately linear, and can be obtained from the integral of the current. Then,

the optimization problem for obtaining the expression for voc presented in (4.54) must be

rewritten for this case, which is shown in (4.59).
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f̂ = argmin
f

(

1

N

N
∑

k=1

(voc(k)− v̂oc(k))
2

)

s.t. v̂oc(k) = f(A(k))

A(k) =
α− σ(k)

α
%

σ(k) = ib(k)ts + σ(k − 1)

(4.59)

A choice must be made regarding the expression of the open-circuit voltage as a func-

tion f of the state of charge A(k). Three approaches were tested: a 9th degree polynomial

expression, a 7th order Fourier series approximation, and linear curve interpolation. The or-

der of the mathematical expressions was chosen as the lowest order that gave a mean error

under 1%, to avoid using high-order expressions unnecessarily. Due to the discharge times

of twelve to fourteen hours for a low current, there are plenty of data points for the interpo-

lation, meaning that linear interpolation can be chosen at no cost in modeling error instead

of more complex interpolation algorithms. The experimental data and the corresponding voc

model curves for each cell can be seen in Figs. 4.11 to 4.13, along with their estimation error.
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Figure 4.11: Open circuit voltage estimation results for cell 1 (GREPOW).
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Figure 4.12: Open circuit voltage estimation results for cell 2 (GREPOW).
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Figure 4.13: Open circuit voltage estimation results for cell 3 (GREPOW).

The interpolated alternative outperforms the polynomial and Fourier expressions. It

should be noted that this conclusion is a consequence of the long duration of this experi-

ment, which generates a rich data set from which the interpolation can be calculated. How-

ever, if an explicit mathematical expression is desired for the open circuit voltage, the other
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alternatives present a good performance except for the very low state of charge values. The

corresponding estimation error metrics for each battery are shown in Tables 4.1 to 4.3.

Table 4.1: Open circuit voltage estimation error metrics for battery 1.

Mean error (%) Maximum error (%)

Polynomial 0.149 6.031

Fourier 0.041 4.216

Interpolation 0.032 0.098

Table 4.2: Open circuit voltage estimation error metrics for battery 2.

Mean error (%) Maximum error (%)

Polynomial 0.165 6.066

Fourier 0.076 4.250

Interpolation 0.046 0.172

Table 4.3: Open circuit voltage estimation error metrics for battery 3.

Mean error (%) Maximum error (%)

Polynomial 0.173 5.845

Fourier 0.099 4.033

Interpolation 0.078 0.296

Pulsed current experiment

As described before, the pulsed current experiments are used to estimate the parameters

of the ECM. By analyzing the optimization problem for this step as it is stated in (4.55), the

number of RC parallel circuits employed must also be determined. For the purposes of this

study, a single parallel circuit was deemed enough to model the corresponding dynamics,

as the addition of extra parallel circuits resulted in the increase of the parameter estimation

time at no significant increase in model precision. The inclusion of extra branches is partic-

ularly costly, as the related parameters do not have evident estimation bounds, and providing
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initial values for the optimization algorithm demands previous system knowledge. The op-

timization problem can then be re-stated as in (4.60). Let χ =
[

rs r1 c1

]

∈ R
3

≥0
be the

parameter vector for the ECM model with one RC parallel circuit, and χ̂ its estimate.

χ̂ = argmin
χ

(

1

N

N
∑

k=1

(vb(k)− v̂b(k|χ))
2

)

s.t. v̂b(k|χ) = voc(k)− rsib(k)− vc1(k)

vc1(k) = e
−

ts
r1c1 vc1(k − 1)− r1

(

e
−

ts
r1c1 − 1

)

ib(k − 1)

voc(k) = f(A(k))

A(k) =
α− σ(k)

α
%

σ(k) =
[

2 · · · 2 1
]
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χ ∈ R
3

(4.60)

Before a more complete analysis of the solution for this optimization problem was per-

formed, preliminary results were obtained to validate this approach. These preliminary re-

sults for the three batteries can be seen in Fig. 4.14, where the model estimate of the battery

voltage is compared against the experimental data. It is visible in the graphs that the model

is not able to properly model the battery dynamics. Since the diffusion parameter obtained

by solving (4.53) had been estimated from a constant current discharge it did not reflect the

dynamics of the regeneration regime, which leads to the poor behavior observed in Fig. 4.14.

This showed the need to estimate a new value for β.
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Figure 4.14: Model response for the constant current estimated β.

Since the regeneration regime is well represented in the pulsed current experiment data

set, it is proposed that the optimization problem stated in (4.60) can be reformulated to also

include the estimation of the diffusion parameter β, which would lead to a better performing

model. This results in the optimization problem stated in (4.61), where both the ECM model

parameters and the diffusion parameter are estimated. Let ϑ =
[

β rs r1 c1

]

∈ [0, 1] ×

R
3

≥0
be the model parameters vector, and ϑ̂ its estimate. The results presented later will show

that this approach resulted in a better-performing model.
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ϑ̂ = argmin
ϑ

(

1

N

N
∑

k=1

(vb(k)− v̂b(k|ϑ))
2
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(4.61)

As this step is the most computationally intensive, it is of interest to study the perfor-

mance of different optimization algorithms when solving it. The following numerical ap-

proaches have been evaluated in this step, all of them widely employed in the scientific

literature and capable of dealing with constrained nonlinear optimization:

• Interior point: Interior point algorithms work by moving the solution point in the ob-

jective function within a feasible area. Details can be found in [Nocedal, Öztoprak &

Waltz 2014].

• Sequential Quadratic Programming (SQP): SQP methods represent a state-of-the-art

approach to solving constrained nonlinear optimization problems. It approximates

Newton’s method for constrained problems. An overview can be found in [Fletcher

2000].

• Levenberg-Marquadt: This algorithm is employed to solve nonlinear least-squares
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curve fitting problems. An in-depth analysis can be found in [Kelley 1999].

• Genetic Algorithm: This method solves constrained nonlinear problems by mimicking

a biological evolution model, successively modifying a population made of possible

solutions for the problem. A control engineering-focused discussion is conducted in

[Chipperfield & Fleming 1996].

• Particle Swarm Optimization (PSO): This algorithm simulates a swam of particles

distributed over the solution space, selecting those that converge to the minima or

maxima. Details are available in [Kennedy & Eberhart 1995].

• Simulated Annealing: This method simulates the cooling of a hot metal plate accord-

ing to the optimality of a given solution within the solution space to solve constrained

nonlinear problems. A discussion regarding this method is had in [Ingber 1995].

All of those algorithms had a step tolerance of 10−6, with the same initial values being

used for the interior point, SQP, active set, and Levenberg-Marquadt. The genetic algorithm

had a population of 100 and a maximum number of generations of 1000. The PSO had a

swarm of 100 particles, uniformly distributed, with an inertia range of [0.1, 1]. The genetic

algorithm had a population of 100. In all cases the maximum number of iterations is set

to 200nvars, with nvars being the number of constants to be estimated, and the maximum

number of stall iterations is 20.

The results for each of the three batteries are presented in Figs. 4.15 to 4.17, with the

estimation error, mean and maximum values for each case shown in Tables 4.4 to 4.6. For

better readability of the results, only one of the multiple pulses is shown in the graphs. Each

pulse had a duration of 30 s, with a subsequent rest time of 29min30 s. They were applied

until the terminal voltage reached the cut-off voltage. An observation must be made here,

as the Levenberg-Marquadt results are not shown in the graphs. This happened because

this algorithm had very poor performance when compared to the other alternatives. Due to

the potential for visual obfuscation, it was determined to exclude these data points from the

graphical representation and instead present only the associated error metrics in tabular form.
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Figure 4.15: Model responses for battery 1 (GREPOW).
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Figure 4.16: Model responses for battery 2 (GREPOW).
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Figure 4.17: Model responses for battery 3 (GREPOW).

Table 4.4: Battery voltage estimation error metrics for battery 1.

Mean error (%) Maximum error (%)

Interior point 0.120 3.962

SQP 0.119 3.954

Active set 0.290 4.624

Genetic algorithm 0.122 3.968

Levenberg-Marquadt 14.918 19.710

PSO 0.126 3.938

Simulated Annealing 0.211 4.236
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Table 4.5: Battery voltage estimation error metrics for battery 2.

Mean error (%) Maximum error (%)

Interior point 0.111 4.050

SQP 0.108 4.033

Active set 0.310 5.051

Genetic algorithm 0.107 4.027

Levenberg-Marquadt 16.257 21.967

PSO 0.095 4.064

Simulated Annealing 0.158 4.041

Table 4.6: Battery voltage estimation error metrics for battery 3.

Mean error (%) Maximum error (%)

Interior point 0.150 4.277

SQP 0.325 5.380

Active set 0.324 5.375

Genetic algorithm 0.130 4.188

Levenberg-Marquadt 17.149 24.082

PSO 0.128 4.175

Simulated Annealing 0.295 4.417
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When evaluating the performance of the obtained models and the corresponding opti-

mization algorithms, the most important factor is how well the physical dynamics of the

battery were represented. Additionally, it is desirable for the modeling approach to be appli-

cable to any LiPo battery, provided that the necessary experimental data is available. Keeping

these factors in mind, it is visible that the active set approach was fair, but had the worst per-

formance among the other approaches, with the mean and maximum errors higher than the

alternatives by around 0.2% and 1%, respectively. The Levenberg-Marquadt algorithm was

not able to find an adequate solution to the optimization problem, which is reflected in the

error metrics.

The interior point, SQP, genetic algorithm, PSO and simulated annealing identified mod-

els had a mostly similar behavior across all three cells, presenting a mean estimation error

under 1% and a maximum estimation error of around 4% in the transient response. This

shows that the combination of the Rakhmatov-Vrudhula diffusion model and the electrical

model can accurately represent the behavior of these batteries.

At a closer inspection, it can be seen that the SQP model for Battery 3 had metrics similar

to that of the active set alternative. This can be either due to a specific characteristic of this

battery manufacturing or to a particularity of the data set which made the algorithm settle for

a local minimum, but since the other algorithms did not suffer the same problem, they should

be considered over the SQP approach, so that the resulting model is less prone to error due

to such factors.

The choice between the interior point, genetic algorithm, PSO, and simulated annealing

can be guided by their metrics during the optimization process, which can be seen in Table

4.7, which shows the time it took each algorithm to the estimate the model parameters,

on Matlab R2021a running on Windows 10 in a computer with an Intel(R) Core(TM) i5-

10300H 2.50GHz CPU and 16GB of RAM memory. The interior point algorithm was by

far the fastest, not considering the active set approach, which had precision problems. The

interior point algorithm ran in under a minute with no significant loss in model accuracy.

However, the performance of this algorithm is reliant upon an initial guess for the variables,

which demands previous system knowledge regarding values likely to be in the vicinity of the

correct ones. The genetic algorithm, PSO, and simulated annealing have strategies that allow

them to search over a wider range of possibilities, at the cost of a much higher execution time

74



for this specific case, as becomes evident from examining the execution times in the table.

Therefore, if a reasonable guess can be obtained for the initial values and the application

demands a fast execution time of the algorithm, the interior point is the better choice. In

those cases where the execution time is not a restriction and no reasonable guess for a starting

point can be made, the other alternatives might be preferable.

Table 4.7: Execution time for the optimization algorithms.

Battery 1 (s) Battery 2 (s) Battery 3 (s)

Interior point 36.392 44.559 31.272

SQP 16.486 14.931 6.832

Active set 6.103 6.042 5.916

Genetic algorithm 6882.383 1468.587 2332.450

Levenberg-Marquadt 57.732 59.074 58.795

PSO 12584.441 10547.718 9874.524

Simulated Annealing 13374.558 7058.637 11222.890

Modeling guide

The information regarding the modeling process acquired in the previous section can

then lead to a modeling guide to obtaining the proposed model, which is shown in Fig. 4.18.

Each experiment is associated with the required estimation steps to obtain one or more of the

model components, which can then be combined to obtain the complete battery model.

Figure 4.18: Steps for obtaining the LiPo battery model.
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Model parameters

The parameter models resulting from the modeling process described above are shown

in Tables 4.8 through 4.10 for the active set approach. All values are relatively close to

each other, with the differences being between the expected margins due to variations in the

manufacturing process and the noise in the measurements obtained from the experiments.

Table 4.8: Model parameters for battery 1, interior point (GREPOW).

α̂ β̂ r̂s r̂1 ĉ1

1.1586× 10
5 C 0.2074 s−1/2

0.0016Ω 1.0238× 10
−6

Ω 500.0597F

Table 4.9: Model parameters for battery 2, interior point (GREPOW).

α̂ β̂ r̂s r̂1 ĉ1

1.1590× 10
5 C 0.1810 s−1/2

0.0017Ω 4.5346× 10
−6

Ω 500.2820F

Table 4.10: Model parameters for battery 3, interior point (GREPOW).

α̂ β̂ r̂s r̂1 ĉ1

1.1603× 10
5 C 0.2018 s−1/2

0.0017Ω 2.7461× 10
−6

Ω 500.9338F

4.5.3 Analysis of the RC parallel circuits

In the previous section, during the parameter estimation step using the pulsed current

data, it was stated that a choice must be made regarding the number of RC parallel circuits

used in the model. It was then said that, in the case studied here, a single RC parallel

circuit was deemed sufficient, as the inclusion of extra circuits brought an increase in the

execution time of the optimization algorithm, due to the increased number of variables, with

no discernible gain in the error metrics.

76



A study was conducted to verify this claim, where the number of parallel circuits was in-

creased, the model parameters estimated and the execution time and error metrics compared.

The data from the same GREPOW cells was used. The active set algorithm was employed,

as it was shown to be the fastest. This resulted in the graphs shown in Figs. 4.19 through

4.21, where the execution time is shown in the top graph against the number of circuits and

the mean estimation error in the bottom one.

The graphs show an increase in execution time as the number of parallel circuits in-

creases, while the error metrics remain around the same value. These results show that the

increase in the number of RC parallel circuits would add complexity with no clear gain to

the resulting model.
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Figure 4.19: Comparison between optimization time and mean estimation error for battery 1

(GREPOW).
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Figure 4.20: Comparison between optimization time and mean estimation error for battery 2

(GREPOW).
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Figure 4.21: Comparison between optimization time and mean estimation error for battery 3

(GREPOW).
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4.5.4 GiFi Power 600mAh 3.7V 15C results

The results of the modeling of the GiFi Power 600mAh, 3.7V , 15C batteries, used

to power the Parrot Mambo, are presented in this section. Once again, three batteries were

used to take into account variations from the manufacturing process. The modeling approach

employed is the one described in Section 4.5.2, and summarized in Fig. 4.18.

Constant discharge tests

As established when the modeling process was analyzed, the first step is to employ the

results of the constant current discharge experiments to find the battery capacity α. The

experimental data and the resulting models are shown in Figs. 4.22 through 4.24. The

presented graphs show that the diffusion model is able to accurately predict the discharge

time for a given current, with the estimation error remaining close to or smaller than 1%.
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Figure 4.22: Estimation error for constant current discharges for battery 1 (GiFi Power).
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Figure 4.23: Estimation error for constant current discharges for battery 2 (GiFi Power).
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Figure 4.24: Estimation error for constant current discharges for battery 3 (GiFi Power).
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Low discharge rate test

The next step is obtaining a relation between the open-circuit voltage and the state of

charge voc = f(A(t)). This can be done by performing a low current discharge test. The ex-

perimental data and estimated open-circuit voltage are shown for the three cells in Figs. 4.25

through 4.27. The expression was obtained through linear interpolation, as it was previously

shown that this option led to the lowest error amongst those explored. Although the error

varies between the cells and depending on the region of the graph, it remains under 1% at all

times, attesting that the resulting expressions are able to accurately estimate the open-circuit

voltage from the state of charge.
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Figure 4.25: Open circuit voltage estimation results for battery 1 (GiFi Power).
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Figure 4.26: Open circuit voltage estimation results for battery 2 (GiFi Power).
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Figure 4.27: Open circuit voltage estimation results for battery 3 (GiFi Power).

Pulsed current test

The data from the pulsed current tests are used to obtain the parameters from the electrical

model and to re-estimate the diffusion parameter β. The chosen modeling approach was the

interior point algorithm. The experimental data from each battery and associated estimated

response from the resulting models can be seen in Figs. 4.28 through 4.30. Once again,
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the error remains under 1%, showing that the adopted modeling approach that combines the

Rakhmatov-Vrudhula model with an electrical model can accurately represent the dynamic

behavior of a LiPo battery.
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Figure 4.28: Model responses for battery 1 (GiFi Power).
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Figure 4.29: Model responses for battery 2 (GiFi Power).
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Figure 4.30: Model responses for battery 3 (GiFi Power).

Model parameters

The parameter models resulting from the modeling process described above are shown

in Tables 4.11 through 4.13 for the interior point approach. All values are relatively close to

each other, with the differences being between the margins expected due to variations in the

manufacturing process and measurement noise in the experimental data.

Table 4.11: Model parameters for battery 1, interior point (GiFi Power).

α̂ β̂ r̂s r̂1 ĉ1

1.3536× 10
3 C 0.1924 s−1/2

0.1314Ω 2.3643× 10
−5

Ω 10.1739F

Table 4.12: Model parameters for battery 2, interior point (GiFi Power).

α̂ β̂ r̂s r̂1 ĉ1

1.3555× 10
5 C 0.2038 s−1/2

0.1316Ω 1.9728× 10
−5

Ω 10.1826F
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Table 4.13: Model parameters for battery 3, interior point (GiFi Power).

α̂ β̂ r̂s r̂1 ĉ1

1.3533× 10
5 C 0.1966 s−1/2

0.1315Ω 1.0077× 10
−5

Ω 10.1325F

4.6 Partial conclusions

In this chapter, the proposed battery model for LiPo batteries was presented, describing

the combination of the Rakhmatov-Vrudhula diffusion model with an ECM model. This

resulted in a model expressed through a set of discrete-time equations which is able to es-

timate the terminal voltage, open-circuit voltage, and SOC. The experimental procedure to

estimate the model parameters was shown and the decisions taken in the modeling process

were justified. The model was able to estimate the voltage for two sets of different batteries

by employing the described experimental methodology.

With the battery model presented in this chapter and the other quadrotor mini drone

system components described in Chapter 3, all of the components of the integrated model

for the quadrotor mini drone used in this work have been properly modeled. The next step is

to use this knowledge of the quadrotor mini drone model to analyze the impact of the varying

battery voltage and the motor on the altitude and attitude dynamics, which is the subject of

the following chapter.
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Chapter 5

Analysis of the closed-loop altitude and

attitude dynamics

In this chapter, a mathematical analysis of the effects of the electrical subsystem over

the altitude and attitude dynamics of a quadrotor mini drone is performed. This study is

made possible by the comprehension of the various system components, which were detailed

in the previous chapters. The mathematical analysis performed in this chapter leads to a

set of expressions that describe how the motor constant and the varying voltage from the

battery affect the attitude and altitude dynamics. A small signal model is used to study how

the closed-loop poles are affected. The conclusion is that the dynamics get slower as the

battery discharges. Two approaches are proposed to remedy this effect over the closed-loop

dynamics, one based on the controller design and another which uses the battery voltage to

determine the motor commands. Additionally, a discussion on how the reference dynamics

of the attitude control loop affect the energy consumption of the vehicle is performed.

5.1 Altitude loop analysis

This section shows the effects of the drop in battery voltage during the flight over the

altitude error dynamics. An expression of the altitude dynamics taking into account the drop

in battery voltage is derived. Further insights into the altitude loop dynamics can be obtained

from a linear approximation around an operating point. The concepts employed here are

reliant upon the models presented in Chapters 3 and 4, and, when necessary, equations from
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those Chapters will be repeated for added clarity.

Equation (5.1) is the expression for the duty cycle and equation (5.2) is the mechanical

equilibrium equation of the motor for the steady-state condition ω̇i = 0, first presented in

Chapter 3. It bears reminding that in the cases where the battery voltage is unknown, the

nominal value vb,0 is used to determine the duty cycle.

Di =
1

kevb,0

[(

k2

e + rab
)

ωi,C + rakNω
2

i,C

]

(5.1)

0 = keDivb −
(

k2

e + rab
)

ωi − rakNω
2

i (5.2)

Applying (5.1) to (5.2) results in (5.4), where γ = k2e+rab

rakN
> 0 and the ratio between the

actual battery voltage and the nominal battery voltage is ξ = vb
vb,0

∈ [0, 1]. The square of the

angular speed of the motors is then given by (5.5)

0 = ω2

i +
k2
e + rab

rakN
ωi −

vb

vb,0

(

ω2

i,C +
k2
e + rab

rakN
ωi,C

)

(5.3)

0 = ω2

i + γωi − ξ
(

ω2

i,C + γωi,C

)

(5.4)

ω2

i = ξω2

i,C + γ (ξωi,C − ωi) (5.5)

The expression (5.5) is then applied to the control allocation, which is shown in (5.6),

resulting in (5.7).
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The last line in (5.7), corresponding to the altitude dynamics, can be written as (5.8).

T = ξTC + kTγ

4
∑

i=1

(ξωi,C − ωi) (5.8)

Considering the cases in which ω1 = ω2 = ω3 = ω4 = ω and ω1,C = ω2,C = ω3,C =

ω4,C = ωC , which corresponds to the cases where the quadrotor either maintains or changes

altitude while keeping all of the attitude torques at zero, (5.9) is obtained, where it becomes

explicit that the altitude dynamics are affected by ξ, which is directly related to the battery

voltage.

T = ξTC + 4kTγ(ξωC − ω) (5.9)

The expression (5.9) also shows that the resulting thrust is affected by the motor param-

eters, due to the presence of γ. If the commanded motor speed ωC can be presumed to be

close to the actual motor speed ω, then, in the ideal case where ξ = 1, which implies that

vb = vb,0, the second term of (5.9) is negligible and T = TC . However, as the battery voltage

decreases during flight, then ξ < 1, which means that T 6= TC . Since the desired dynamics

are dependent upon the commanded thrust, this means that as the battery discharges, the

system behavior will deteriorate.

It is possible to write ω as a function of ωC by using (5.4), resulting in (5.10), which can

be applied to (5.9) to obtain (5.11).

ω =
−γ +

√

γ2 + 4ξ (ω2

C + γωC)

2
(5.10)

T =ξTC+4kTγ

(

ξωC +
γ−
√

γ2+4ξ (ω2

C+γωC)

2

)

(5.11)

Further analysis of the closed-loop behavior is dependent upon the controller choice,

which, for this work, is the NDI. The commanded thrust by the NDI is shown in (5.12), where

the pseudo-control signal is of the form (5.13), and KeZ , KeIZ and KėZ are the proportional,

integral and derivative altitude error controller gains, respectively.

TC = m
g − νZ

cosΦ cosΘ
(5.12)
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νZ = Z̈R +KeZ
eZ +KeIZ

∫

t

0

eZ dτ0 +KėZ
ėZ (5.13)

As the focus of the present analysis is on the altitude dynamics, the approximation

cosΦ cosΘ ≈ 1 can be considered for the cases where the vehicle maintains its position

fixed on the horizontal plane, while changing its altitude. Therefore, (5.12) can be rewritten

as (5.14).

TC = m(g − νZ) (5.14)

The altitude dynamics are shown in (5.15). Considering that cosΦ cosΘ ≈ 1, (5.16) can

be written by applying (5.14) and (5.11) to (5.15).

Z̈ = g −
T

m
cosΦ cosΘ (5.15)

Z̈ = g −
T

m

= g − ξ(g − vZ)−
4kTγ

m

(

ξωC +
γ −

√

γ2 + 4ξ (ω2

C
+ γωC)

2

)

= f(νZ , ωC , ξ)

(5.16)

The error dynamics of the altitude closed-loop is given by (5.17), where ZR is the altitude

reference signal.

ëZ = Z̈R − Z̈ = Z̈R − f(νZ , ωC , ξ) (5.17)

If the motors have the same speed, the allocation matrix gives TC = 4kTω
2

C
, which leads

to (5.18).

ωC =

√

TC

4kT
=

√

m(g − νZ)

4kT
= u(νZ) (5.18)

Therefore, applying (5.18) to (5.17) leads to (5.19).

ëZ = Z̈R − f(νZ , u(νZ), ξ) (5.19)
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The expression for νZ can be seen in (5.13), which allows rewriting (5.19) as (5.20),

where eIZ =
∫ t

0
eZ(τ0)dτ0.

ëZ = h(Z̈R, eZ , ėZ , eIZ , ξ) (5.20)

To analyze (5.20) a small signals approximation can be obtained around an operating

point O = h(Z̈0, eZ0, ėZ0, eIZ0, ξ0). This approximation is of the form (5.21), where the

coefficients A1, A2, A3 and B1 are shown in (5.22), (5.23), (5.24) and (5.25).
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





ėiZ

ėZ

ëZ











=











0 1 0

0 0 1

−A1(ξ) −A2(ξ) −A3(ξ)


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ėZ











+
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

0

0

B1(ξ)


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





Z̈R (5.21)

A1(ξ) =
∂h(Z̈R, eZ , ėZ , eIZ , ξ)

∂eIZ

∣

∣

∣

∣

O

(5.22)

A2(ξ) =
∂h(Z̈R, eZ , ėZ , eIZ , ξ)

∂eZ

∣

∣

∣

∣

O

(5.23)

A3(ξ) =
∂h(Z̈R, eZ , ėZ , eIZ , ξ)

∂ėZ

∣

∣

∣

∣

O

(5.24)

B1(ξ) =
∂h(Z̈R, eZ , ėZ , eIZ , ξ)

∂Z̈R

∣

∣

∣

∣

O

(5.25)

The operation point considered is a steady-state regime from a step command in altitude.

As such, it is presumed that the error is constant and equal to zero. This translates into

Z̈R = 0, eZ = 0, ėZ = 0 e eIZ = 0, with ξ considered constant. A transfer function (5.26)

can be obtained from (5.21).

eZ(s)

ZR(s)
=

B1(ξ)s
3

s3 + A3(ξ)s2 + A2(ξ)s+ A1(ξ)
(5.26)

The coefficients A1, A2, A3 and B1 are dependent on ξ, meaning that the poles of the

transfer function (5.26) change when the battery voltage vb gets smaller than the nominal

voltage vb,0 during the vehicle flight. The poles can be obtained by solving the characteristic

polynomial of (5.26), allowing an analysis of the system response as ξ varies. The expanded

expressions of h(Z̈R, eZ , ėZ , eIZ , ξ) and the coefficients A1, A2, A3 and B1 can be seen in
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equations (5.27) through (5.31). Note that the choice of the gains in the expression for νZ

will also bear influence upon the placement of the poles.

ëZ =h(Z̈R, eZ , ėZ , eIZ , ξ)

=Z̈R − g + ξ(g − Z̈R −KėZ ėZ −KeZ eZ −KeIZ eIZ) +
4kT γ

m



ξ

√

m(g − Z̈R −KėZ ėZ −KeZ eZ −KeIZ eIZ)

4kT





−

4kT γ

m

















−γ +

√

√

√

√γ2 + 4ξ

(

m(g−Z̈R−KėZ
ėZ−KeZ

eZ−KeIZ
eIZ)

4kT

+ γ

√

m(g−Z̈R−KėZ
ėZ−KeZ

eZ−KeIZ
eIZ)

4kT

)

2

















(5.27)

A1 =

4γktξ





KeIZ
m

4kt
+

γKeIZ

8kt

√

g−KeIZ
ǫ

4kt





m

√

4ξ

(

γ

√

g−KeIZǫ

4kt
+

m(g−KeIZǫ)
4kt

)

+ γ2

−

γKeIZξ

2

√

m(g−KeIZǫ)
4kt

− ξKeIZ
(5.28)

A2 =

4γktξ





KeZ
m

4kt
+

γKeZ

8kt

√

g−KeIZ
ǫ

4kt





m

√

4ξ

(

γ

√

g−KeIZǫ

4kt
+

m(g−KeIZǫ)
4kt

)

+ γ2

−

γKeZξ

2

√

m(g−KeIZǫ)
4kt

− ξKeZ
(5.29)

A3 =

4γktξ





KėZ
m

4kt
+

γKėZ

8kt

√

g−KeIZ
ǫ

4kt





m

√

4ξ

(

γ

√

g−KeIZǫ

4kt
+

m(g−KeIZǫ)
4kt

)

+ γ2

−

γKėZξ

2

√

m(g−KeIZǫ)
4kt

− ξKėZ
(5.30)

B1 =

4γktξ





m
4kt

+ γ

8kt

√

g−KeIZ
ǫ

4kt





m

√

4ξ

(

γ

√

g−KeIZǫ

4kt
+

m(g−KeIZǫ)
4kt

)

+ γ2

−

γξ

2

√

m(g−KeIZǫ)
4kt

− ξ + 1 (5.31)
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5.2 Attitude loop analysis

This section studies the closed-loop attitude dynamics taking into account the variations

in the battery voltage. The starting point is the expressions for the duty cycle and steady-state

of the motor, shown in the analysis of the altitude loop in (5.1) and (5.2). It was shown in

the previous section that from these equations it is possible to arrive at (5.32), which, when

applied to the allocation matrix, results in (5.33).

ω2

i = ξω2

i,C + γ (ξωi,C − ωi) (5.32)

















L

M

N

T

















= ξ

















LC

MC

NC

TC

















+B
















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γ (ξω4,C − ω4)

















(5.33)

In Chapter 3 it was established that the torque vector is τ =
[

L M N

]T

. Consider-

ing that the commanded torques are given by τC =
[

LC MC NC

]T

, then (5.33) can be

rewritten as (5.34), where B
′ is defined in (5.35)

τ = ξτC +B
′
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









γ (ξω1,C − ω1)

γ (ξω2,C − ω2)

γ (ξω3,C − ω3)

γ (ξω4,C − ω4)

















= ξτC + τξ (5.34)

B
′ =











−lxkT −lxkT lxkT lxkT

lxkT −lxkT −lxkT lxkT

−kN kN −kN kN











(5.35)

In the analysis for the altitude loop, the equation equivalent to (5.34) is (5.8). To proceed

with the analysis in that case, it was considered that the speeds of all motors and their re-

spective commands were equal to ω and ωC , respectively. This included the cases where the

quadrotor either increases, decreases, or maintains its altitude, which corresponds to com-

mon use cases. It also allowed a direct relation between the altitude reference signal ZR and
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the altitude error eZ to be written in (5.20), which is what permits the study of the location

of the poles of the linear approximation as the battery voltage changes.

However, the same approach cannot be applied to the attitude loop, since, by looking at

the control allocation, it becomes clear that if the motor speeds are equal, all torques in the

vector τ are equal to zero. The state equations for the attitude (3.6) and (3.7) show that there

is a coupling between the ρ and Ω, which means that it becomes difficult to presume any

operating condition that would lead to decoupling them while still allowing an expression

similar to that of the altitude case to be written. Therefore, the present analysis will continue

by isolating the nonlinear term at each stage, such as the τξ in (5.34). When the simulated

and experimental results are presented, a numerical approach will be employed to provide a

linear approximation of the attitude dynamics.

The state equation for the vector of the angular accelerations from Chapter 3 is repeated

here in (5.36), for added clarity. The expression for the torque vector (5.34) can then be

applied to (5.36), resulting in (5.37).

Ω̇ = J
−1(−Ω× JΩ+ τ ) (5.36)

Ω̇ = ξJ−1τC + J
−1τξ − J

−1(Ω× JΩ) (5.37)

The NDI control strategy presented in section 3.6 defines the vector of the commanded

torques τC as (5.38).

τC = J [S−1(ρ)νρ − S−1(ρ)Ṡ(ρ, ρ̇)Ω+ J−1(−Ω× JΩ)] (5.38)

Applying (5.38) to (5.37) results in (5.39).

Ω̇ = ξS−1(ρ)νρ − ξS−1(ρ)Ṡ(ρ, ρ̇) + J−1τξ + (1− ξ)J−1(−Ω× JΩ) (5.39)

Considering that the attitude dynamics ρ̈ are given by (5.41), (5.39) can be applied to

(5.41), resulting in (5.43), where ρ̈ξ = S(ρ)J−1τξ+(1−ξ)(Ṡ(ρ, ρ̇)Ω+S(ρ)J−1(Ω×JΩ))
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ρ̇ = S(ρ)Ω (5.40)

ρ̈ = Ṡ(ρ, ρ̇)Ω̇+ S(ρ)Ω̇ (5.41)

ρ̈ = ξνρ + S(ρ)J−1τξ + (1− ξ)(Ṡ(ρ, ρ̇)Ω+ S(ρ)J−1(Ω× JΩ)) (5.42)

ρ̈ = ξνρ + ρ̈ξ (5.43)

Applying (5.43) to the expression of the second derivative of the error between the at-

titude states ρ and the reference model output ρR, which is ë = ρ̈R − ρ̈, and employing

the expression for the pseudo-control signal νρ (5.44), the error dynamics can be written as

shown in (5.47). The vectors of constants Keρ , KeIρ , Kėρ , correspond to the proportional,

integral and derivative attitude error controller gains, respectively.

νρ = ρ̈R +Keρeρ +KeIρ

∫ t

0

eρ dt+Kėρ ėρ (5.44)

ëρ = ρ̈r − (ξνρ + ρ̈ξ) (5.45)

ë = −ξKeρeρ − ξKeIρeIρ − ξKėρ ėρ + (1− ξ)ρ̈R − ρ̈ξ (5.46)
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ρ̈ξ (5.47)

The characteristic equation associated with the error matrix in (5.47) is given by (5.48).

Therefore, the eigenvalues of the system are given by the roots of (5.48). Since 0 < ξ ≤ 1,

three distinct cases can be defined. If the battery is at full charge, that is, the voltage source

provides a voltage Vb,0, ξ = 1, and the system poles are equal to the system poles specified

for the error dynamics by the choice of the error controller gains. When 0 < ξ < 1, which

means that the battery voltage is smaller than the nominal value, the poles get closer to zero

and the error dynamics get slower. In the hypothetical case where ξ = 0, the poles are 0,
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however, this is a purely hypothetical case, as the cut-off voltage vcut is greater than zero and

the battery would get damaged and stop working properly before reaching this condition.

s3 + ξ(Kėρs
2 +Keρs+KeIρ) = 0 (5.48)

5.3 Compensation of the electrical subsystem effects

The mathematical demonstrations presented in sections 5.1 and 5.2 describe the effect of

the electrical subsystem over the altitude and attitude dynamics. More specifically, it was

shown that in both cases the dynamic behavior will be slowed down by the discharge of the

battery. This fact poses the problem of whether the system designer can, with this knowl-

edge, provide solutions that diminish the negative impact of lower battery voltages over the

closed-loop dynamics. Two approaches are proposed to solve this problem: a battery-aware

controller design and the adjustment of the generated PWM commands.

5.3.1 Battery-aware controller design

The analysis of the altitude and attitude control loop resulted in equations (5.26) and

(5.48). Both expressions show that the system response depends on the battery voltage, but

they are also dependent on the choice of the controller gains of the error controller. This

fact leads to the following hypothesis: it should be possible to include the battery dynamics

as a factor in the controller design such that the effect of the varying battery voltage over

the closed-loop dynamics is diminished. The expectation is that this battery-aware controller

design approach can make the system less sensitive to variations in the battery voltage.

The adopted control strategy in this work employs a reference model to determine the de-

sired dynamics for a given control loop, either the altitude or attitude. This desired dynamics

mays be achieved by designing the controller by solving the optimization problem (5.49),

which aims to minimize the error between the reference signal yR and the system output y

through the appropriate choice of the error controller gains
[

Ku

e
Ku

eI
Ku

ė

]

∗

, where ν is

the pseudo-control signal and the constants U1, U2 and U3 define the upper bounds for the
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controller gains.

[

Ku

e
Ku

eI
Ku

ė

]

∗

= argmin
[

Ku

e
Ku

eI
Ku

ė

]

(
∫

tf

t0

(

e(t|
[

Ku

e
Ku

eI
Ku

ė

]

)
)2

dt

)

s.t. ν(t) = ÿR +Ku

e
e(t) +Ku

eI

∫

t

0

e(t) dt+Ku

ė
ė(t)

e(t|
[

Ku

e
Ku

eI
Ku

ė

]

) = yR(t)− y(ν(t))

0 ≤ Ku

e
≤ U1

0 ≤ Ku

eI
≤ U2

0 ≤ Ku

ė
≤ U3

(5.49)

If the model used to obtain the output signal y in (5.49) does not consider the variation of

the battery voltage, either by not implementing a battery model or considering only the ideal

case ξ = 1, then the design process is battery-unaware. Note that while the optimization

problem presented in (5.49) presumes a linear error controller, the problem can easily be

rewritten for any other control law that employs constant tuning parameters. Therefore,

in this work, the resulting controller from this battery-unaware design process represents a

previously adopted control strategy for altitude and attitude control in quadrotor mini drones.

This controller will be the standard against which performance will be measured.

By contrast, (5.49) can be rewritten as (5.50), where ξ is considered an explicit factor,

and the goal is to minimize a weighted sum of the error for different values of ξ, where wi are

the different weights. The goal, then, is to obtain consistent error dynamics for an interval of

values of the battery voltage, resulting in a system that is less affected by these changes.
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[

Ka
e Ka
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ė
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= argmin
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M
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)2

dt

)

s.t. ν(t, ξi) = ÿR +Kee(t, ξi) +KeI

∫ t

0

e(t, ξi) dt+Kėė(t, ξi)

e(t, ξi|
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Ka
e Ka

eI
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ė

]

) = yR(t)− y(ν(t, ξi))

0 ≤ Ka
e ≤ U1

0 ≤ Ka
eI

≤ U2

0 ≤ Ka
ė ≤ U3

(5.50)

It is important to note that the relation between the altitude dynamics and the current

drained from the battery goes both ways. That is, by changing the control gains to obtain a

consistent behavior as the battery discharges, the discharge regime will change accordingly.

Therefore, in addition to observing the resulting error dynamics from the battery-aware con-

troller design, it is also necessary to verify how the battery is behaving, as the improvement

in performance might come at the cost of faster discharge times.

5.3.2 Compensation of the effect of the battery discharge by adjusting

the PWM commands

In the previous sections, it was posed that the duty cycle Di used to generate the PWM

commands sent to the motors is given by (5.51), where the nominal voltage value vb,0 is

considered.

Di =
1

kevb,0

[(

k2

e + rab
)

ωi,C + rakNω
2

i,C

]

(5.51)
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If it is assumed that the command generation algorithm has access to a sensor measure-

ment of the battery voltage vb,s during flight, then (5.51) becomes (5.52), where D∗

i is the

duty-cycle obtained as a function of vb,s.

D∗

i =
1

kevb,s

[(

k2

e + rab
)

ωi,C + rakNω
2

i,C

]

(5.52)

Considering the steady-state equation for the motor shown in (5.53), (5.52) can be applied

to write (5.54), which can be manipulated to result in (5.56), where Ξ = vb/vb,s, which as a

coefficient which measures how close the value of the measured battery voltage vb,s is from

the actual battery voltage vb.

0 = keD
∗

i vb −
(

k2

e + rab
)

ωi − rakNω
2

i (5.53)

0 = kevb
1

kevb,s

[(

k2

e + rab
)

ωi,C + rakNω
2

i,C

]

−

(

k2

e + rab
)

ωi − rakNω
2

i (5.54)

vb
vb,s

((

k2

e + rab
)

ωi,C + rakNω
2

i,C

)

=
(

k2

e + rab
)

ωi + rakNω
2

i (5.55)

Ξωi,C = ωi (5.56)

If vb,s is close to vb, then Ξ ≈ 1 and (5.56) becomes (5.57).

ωi,C = ωi (5.57)

Therefore, if the PWM commands sent to the motors are a function of the measured

battery voltage as presented in (5.52), and the measured battery voltage vb,s is sufficiently

precise, the angular speeds of the motors are expected to be equal to the commanded angular

speeds in the steady state. This results in the system poles no longer being dependent upon

the battery voltage variation.

This strategy also impacts the current ib drained from the battery. Considering the ex-

pression for the steady-state response of the motor in (5.58), the expression (5.59) gives the
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current of the motor ii as a function of the commanded angular rate ωi,C , since in this case

(5.56) is valid. Therefore, the motor current is not dependent on the battery voltage vb.

0 = keii − bωi − kNω
2

i (5.58)

ii =
bωi,C + knω

2

i,C

ke
(5.59)

However, when considering the expression for the duty-cycle as a function of vb,s as in

(5.52), it is clear that as vb,s decreases, the value of D∗

i increases. Then, if vb,s < vb,0, which

will happen as soon as the vehicle is powered on, then the duty-cycle D∗

i will be greater than

Di, where only the nominal battery voltage vb,0 is considered. The expression for the current

drawn from the battery ib as a function of ii and the duty-cycle is (5.60), from which (5.61)

is obtained. Thus, using this method to make the system less sensitive to variations in the

battery voltage will present a trade-off in the form of a higher current being drawn from the

battery, and consequently a faster discharge.

ib ≈

4
∑

i=1

D
∗

i ii >

4
∑

i=1

Diii (5.60)

ib ≈

4
∑

i=1

[

(k2

e + rab)ωi,C + rakNω
2

i,C

]

(bωi,C + kNω
2

i,C)

k2
evb

>

4
∑

i=1

[

(k2

e + rab)ωi,C + rakNω
2

i,C

]

(bωi,C + kNω
2

i,C)

k2
evb,0

(5.61)

5.4 Impact of the controller choice over the battery dis-

charge

The discussion up to this point analyzed the effect that the varying battery voltage has

over the closed loop altitude and attitude responses of a quadrotor mini drone. However, as

the system is in a closed loop, the specified dynamics, which are defined by the designer such

that the vehicle can perform a given mission, will necessarily have an effect on the battery

discharge.
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This point can be demonstrated by analyzing the factors that impact energy consumption

on a quadrotor. In [Gandolfo et al. 2017] the authors establish that the two most important

components of the energy spent in this type of vehicle during normal operation come from

two efforts: maintaining or increasing its altitude by generating lift and compensating against

drag forces caused by the air when moving laterally. Of these two, the consumption from

drag forces is only relevant for vehicles that are large in size, due to the high volume of air

their propellers must displace to move, or when moving at very high speeds. As the focus

of this study is not specific to either of these conditions, the effort to maintain or increase

altitude will be considered the main contributor to energy consumption.

The defining characteristic of rotary wing flying vehicles such as quadrotors from a us-

ability point of view is their ability to perform a hovering flight, that is, to remain at a constant

altitude and in a fixed position on the horizontal plane. This condition is illustrated in Fig.

5.1 (a), where a quadrotor is shown with all of its axis aligned to the reference frame. Thus

no moments are generated which would lead to angular movement, and if the thrust T = mg,

the altitude will remain constant.

Figure 5.1: Illustration of a quadrotor during hover (a) and while tilting around the Y axis

(b).

From an energy consumption standpoint, the current drawn from the battery remains

constant in (a), such that the hover condition can be maintained. Consider, then, the cases

where the quadrotor performs lateral movement by tilting around the Y axis, shown in Fig.

5.1 (b), where a pitch angle Θ is commanded such that the vehicle might move along the X

axis. This leads to the thrust T being tilted by the same angle, resulting in only the component

TZ = T cosΘ of the thrust opposing the action of gravity. The torque necessary to produce

Θ is achieved by inducing a difference in the speed of the relevant motors. If the goal is for
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the vehicle to not lose altitude at the same time it is moving in a given horizontal direction,

meaning that TZ = mg, then T must increase, and so do the motor speeds. Therefore as long

as the vehicle is performing lateral movement, the battery will discharge faster than while

hovering.

It follows, then, that the battery will discharge slower the longer the vehicle spends hover-

ing. This leads to the following hypothesis when designing the attitude controller: if multiple

control solutions are capable of attending to the necessities of a given task, fast, or aggressive

controllers, will lead to a slower discharge of the battery than comparatively slow controllers,

as the required attitude maneuvers will be achieved faster and therefore the time spent hov-

ering will be greater. This can be tested by implementing different attitude control strategies

and evaluating the resulting energy consumption when performing the same flight mission.
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Chapter 6

Compensation of the effects of the

electrical subsystem

In this chapter, the results of the analysis and compensation techniques proposed in the

previous chapter are verified through simulations and experiments. The employed methods

and materials are described, including details about the experimental and simulation plat-

form, the Parrot Mambo, how the altitude and attitude controllers were designed and what

experiments and simulations were conducted. Then, results are presented that show the ef-

fect of the battery discharge over the poles and how effective the proposed compensation

techniques are, along with the impact of the aggressiveness of the attitude controller over the

energy consumption.

6.1 Methods and materials

The details about the simulation and experimental platforms employed to obtain the re-

sults are presented in this section. Additionally, the optimization problems employed to

obtain the controller gains for the altitude and attitude loops are also defined and the test

maneuvers employed are described.
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6.1.1 Parrot Mambo

For the flight simulations and experiments presented in the next section, the platform

used is the Parrot Mambo. This platform has seen previous use in research, in works such

as [Madruga et al. 2022] and [Scola et al. 2021]. It is an "x" configuration quadrotor

mini drone powered by a LiPo battery, capable of both autonomous and remotely controlled

flight. The sensors available are an Inertial Measurement Unit (IMU), which contains an

accelerometer and a gyroscope, a barometer, a downwards-facing ultrasound distance sensor,

and a downwards-facing camera. This set of sensors is capable of tracking its global position

through the use of an optical flow algorithm and subsequent fusion of sensor data.

Figure 6.1: Photos of the Parrot Mambo without (a) and with (b) a flexible protection cage.

The Parrot Mambo has a supported simulation package for Simulink, which enable the

use of model-in-the-loop and hardware-in-the-loop verification approaches. The block dia-

gram of the simulation environment can be seen in Fig. 6.2. The model has a Flight Control

System (FCS) block, which contains the command generation, the state estimator, and the

state controllers, shown in Fig. 6.3. The electrical subsystem is shown in Fig. 6.4, contain-

ing models of the motors and battery. The simulator also includes aerodynamic and environ-

mental effects and provides models for the embedded sensors. Flight controller code can be

generated and deployed directly to the vehicle through a Bluetooth Low Energy (BLE) con-

nection, from which flight data and logs can be collected. A 3D visualization of the vehicle

is available during simulations and is presented in Fig. 6.5.
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Figure 6.2: Simulink block diagram model of the Parrot Mambo.

Figure 6.3: Simulink model of the Flight Control System of the Parrot Mambo.
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Figure 6.4: Simulink model of the electrical subsystem of the Parrot Mambo.

Figure 6.5: 3D visualization of the Parrot Mambo during flight in the simulated environment.

It is relevant to note that the simulator architecture shown in Fig. 6.2 can be directly

translated to the block diagram of the integrated model for a quadrotor mini drone shown

in Fig. 3.12, with the exception of the environmental model, which in this case was kept

constant as all tests were performed indoors. Further details regarding the platform can be

found in [Mathworks 2020].
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The simulation environment employs the Parrot Mambo parameters listed in Table 6.1,

using a sampling time of ts = 0.005 s. The vehicle was powered by the GiFi Power battery

whose model is presented in Section 4.5.4.

J = diag(0.0005 kgm2, 0.0007 kgm2, 0.0001 kgm2)

m 0.063 kg ra 0.49Ω

ke 7.4041× 10−4 Nm/A b 10−6 Nms/rad

kN 9.6223× 10−11 kgm2/rad JP 4.5156× 10−8 kgm2

l 0.062m kT 7.4041× 10−4 kgm

rS 0.13Ω

Table 6.1: Parrot Mambo parameters.

The duty cycle defined in (5.51) and (5.52) is converted to a signal within a range of

values defined by the hardware, such that the digital-to-analog converters can provide the

voltage level corresponding to the desired motor angular velocity. In the case of the Parrot

Mambo, this signal for a motor i is ωi,PWM ∈ [10, 500]. The upper and lower bounds for

the commanded PWM signal are imposed by the hardware, which in this case is the Parrot

Mambo. The values smaller than 10 are reserved for special cases, such as flight crashes.

The signal ωi,PWM can be obtained from Di using (6.1).

ωi,PWM = 490Di + 10 (6.1)

6.1.2 Numerical linearization of the attitude control loop

In the analysis of the attitude dynamics presented in Chapter 5 it was established that

a numerical approach would be implemented in order to obtain a linear approximation of

the system so that the behavior of the closed-loop poles as the battery discharges might be

analyzed. This was done through the Model Linearizer feature available in Simulink. This

feature allows defining inputs and outputs in a Simulink model and obtaining linear approx-

imations between them. The model shown in Fig. 6.6 was used when linearizing the attitude

dynamics. In this block diagram, the pink block is the reference dynamics model and the

blue block is the closed-loop attitude dynamics. This is a version of the full model of the
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Parrot Mambo, employing the same physical constants, but omitting blocks related to image

processing and the 3D visualization which generate the need to calculate very large Jaco-

bians, exceeding the available computer memory. The result of the linearization considering

a varying power source is a set of state space models, from which a transfer function and

closed loop poles can be obtained.

Figure 6.6: Model employed for the numerical linearization. The input is (a) and the output

is (b).

6.1.3 Controller design for the altitude control loop

The gains of the battery-unaware altitude error controller
[

K̂u
eZ

K̂u
eIZ

K̂u
ėZ

]

are ob-

tained by solving the optimization problem (6.2), which aims to minimize the error over

the time interval [t0, tf ], according to what was proposed in section 5.3. The nonlinear al-

titude dynamics can be obtained from the models described in Chapters 3 and 4, and from

the analysis presented in section 5.1. The constant UZ
u is the upper bound for the controller

gains. Since this is the battery-unaware case, ξ = 1 was considered, that is, the design of the

controller was unaware of the changes in the energy source during the flight.
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[

K̂u
eZ

K̂u
eIZ

K̂u
ėZ

]

∗

= argmin
[

Ku
eZ Ku

eIZ
Ku

ėZ

]

(∫ tf

t0

(

eZ(t|
[

Ku
eZ

Ku
eIZ

Ku
ėZ

]

)
)2

dt

)

s.t. νZ(t) = Z̈R +KeZeZ(t) +KeIZ

∫ t

0

eZ(t) dt+KėZ ėZ(t)

eZ(t|
[

Ku
eZ

Ku
eIZ

Ku
ėZ

]

) = ZR(t)− Z(νZ(t))

0 ≤ Ku
eZ

≤ UZ
u

0 ≤ Ku
eIZ

≤ UZ
u

0 ≤ Ku
ėZ

≤ UZ
u

(6.2)

The gains of the battery-aware altitude error controller
[

K̂a
eZ

K̂a
eIZ

K̂a
ėZ

]

are obtained

by simulating the altitude response for the ξ ∈ {ξ1, . . . , ξn}, for a total of Mξ values of ξ.

The weighted sum of the resulting errors over a time interval [t0, tf ] is then minimized. The

corresponding optimization problem is shown in (6.3), where wi is the weight for a given

error e
ξi
Z and UZ

a is the upper bound for the controller gains.

[

K̂a
eZ

K̂a
eIZ

K̂a
ėZ

]

= argmin
[

Ka
eZ Ka

eIZ
Ka

ėZ

]





Mξ
∑

i=0

∫ tf

t0

wi

(

eZ(t, ξi|
[

Ka
eZ

Ka
eIZ

Ka
ėZ

]

)
)2

dt





s.t. νZ(t, ξi) = Z̈R +KeZe
ξi
Z (t, ξi) +KeIZ

∫ t

0

eZ(t, ξi) dt+KėZ ėZ(t, ξi)

eZ(t, ξi|
[

Ka
eZ

Ka
eIZ

Ka
ėZ

]

) = ZR(t)− Z(νZ(t, ξi))

0 ≤ Ku
eZ

≤ UZ
a

0 ≤ Ku
eIZ

≤ UZ
a

0 ≤ Ku
ėZ

≤ UZ
a

(6.3)

Since the problems defined in (6.2) and (6.3) are nonlinear constrained problems, a

PSO optimization method was chosen to solve them, as this approach is able to avoid lo-

cal minima. The Matlab Optimization toolbox implementation was used, which is based on

[Kennedy & Eberhart 1995]. The initial swarm has 100 particles with a uniform distribution,

and the stop tolerance was set to 10−6. The maximum number of stall iterations is 20, the
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adaptive inertia range is [0.1, 1] and the maximum number of iterations is 200nvars = 600.

In both (6.2) and (6.3) the objective functions to be minimized are based on the error

between a provided reference signal and the system output. Therefore, providing the opti-

mization is properly solved, it is expected that the resulting controller gains will lead to a

dynamic behavior close to that of the reference signal. This means that the choice of the ref-

erence model parameters which generate ZR, in the case of the altitude loop, will determine

the expected system dynamics.

6.1.4 Controller design for the attitude control loop

The formulation of the optimization problems to design the controller for the attitude

control loop is analogous to that of the altitude controller. The same optimization algorithm

and optimization settings were employed, with the gains of the battery-unaware attitude error

controller
[

K̂u

eρ
K̂u

eIρ
K̂u

ėρ

]

being obtained by solving (6.4), where the ideal case ξ = 1

is considered, and the gains of the battery-aware attitude error controller
[

K̂a

eρ
K̂a

eIρ
K̂a

ėρ

]

being obtained by solving (6.5), in which multiple values of ξ are considered. The nonlinear

attitude dynamics are obtained from the models described in Chapters 3 and 4 and from the

analysis shown in 5.2. The constants Uρ

u
and Uρ

a
are the upper bounds for the gains of the

battery-unaware and the battery-aware attitude error controllers, respectively. Once again,

due to the nature of the optimization, the system behavior will be defined by the choice of

the reference model which provides the reference attitude signals ρR.

[

K̂u

eρ
K̂u

eIρ
K̂u

ėρ

]

= argmin
[

Ku

eρ
Ku

eIρ
Ku

ėρ

]

(
∫

tf

t0

(

eρ(t|
[

Ku

eρ
Ku

eIρ
Ku

ėρ

]

)
)2

dt

)

s.t. νρ(t) = ρ̈R +Keρeρ(t) +KeIρ

∫

t

0

eρ(t) dt+Kėρ ėρ(t)

eρ(t|
[

Ku

eρ
Ku

eIρ
Ku

ėρ

]

) = ρR(t)− ρ(νρ(t))

0 ≤ Ku

eρ
≤ Uρ

u

0 ≤ Ku

eIρ
≤ Uρ

u

0 ≤ Ku

ėρ
≤ Uρ

u

(6.4)
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[

K̂a

eρ
K̂a

eIρ
K̂a

ėρ

]

= argmin
[

Ka

eρ
Ka

eIρ
Ka

ėρ

]





Mξ
∑

i=0

∫

tf

t0

wi

(

eρ(t, ξi|
[

Ka

eρ
Ka

eIρ
Ka

ėρ

]

)
)2

dt





s.t. νρ(t, ξi) = ρ̈R +Keρeρ(t, ξi) +KeIρ

∫

t

0

eρ(t, ξi) dt+Kėρ ėρ(t, ξi)

eρ(t, ξi|
[

Ka

eρ
Ka

eIρ
Ka

ėρ

]

) = ρR(t)− ρ(νρ(t, ξi))

0 ≤ Ka

eρ
≤ Uρ

a

0 ≤ Ka

eIρ
≤ Uρ

a

0 ≤ Ka

ėρ
≤ Uρ

a

(6.5)

6.1.5 Description of the altitude control loop simulation and experi-

ments

The altitude maneuver shown in Fig. (6.7) was used as the altitude reference. In the

maneuver, the vehicle takes off and remains hovering, with no lateral movement, for 5 s and

1.1m. Then, it performs three consecutive 0.4m ascents, hovering at 1.5m for 7.5 s, before

descending to 1.1m again. The first 5 s of the maneuver corresponds to the take-off regime,

which has a mandatory firmware start-up sequence, which involves sending commands to the

motors such that inertia is overcome. Therefore, the data in the time interval t ∈ [0s, 5s] will

not be considered. This altitude maneuver was designed to provide a significant effect on

the battery voltage while remaining in an operation region where the Parrot Mambo altitude

tracking is reliable. At very low altitude values, aerodynamic effects from the air displaced

by the propellers might impact the system stability, while for much higher altitudes the opti-

cal flow based position tracking is unreliable.

In the simulated case, the maneuver was performed for different values of ξ. The simu-

lated results were employed to solve the optimization problems shown in (6.2) and (6.3). In

both the simulated and experimental environments, altitude reference model dynamics was

determined by a fundamental frequency of ωZ = 5 and a damping coefficient of ζZ = 1,

unless otherwise specified. These values were empirically obtained by performing flight

tests and observing the resulting vehicle behavior. Images of the vehicle during the flight are

110



shown in Fig. 6.8.
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Figure 6.7: Reference altitude maneuver.

Figure 6.8: Photos of the Parrot Mambo performing the maneuver shown in Fig. 6.7, at

1.1m (a) and 1.5m (b).
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6.1.6 Description of the attitude control loop simulation and experi-

ments

When designing attitude test scenarios, real-world restrictions must be taken into ac-

count. So as to have a reasonable degree of control over environmental variables, the flight

experiments must be performed indoors, otherwise, factors such as the wind could introduce

a disturbance not predicted in the models. This would affect the analysis of the impact of the

effect of the drop in the battery voltage over the altitude and attitude dynamics. One must

consider, then, the fact that small variations in the quadrotor attitude will quickly translate

into a considerable distance traveled in the horizontal plane, which is a relevant restriction

for indoor environments.

The signal used as the attitude reference is shown in Fig. 6.9, which equates to the

vehicle moving forward 1.5m and then returning to the original point. This corresponds to

sharp variations in the pitch angle of 4 ◦, with the initial variation being smaller due to the

absence of a backward momentum that must be compensated. The altitude is kept constant

at 1.1m. This maneuver avoids physical shocks against walls and other obstacles in the

indoor test environment while sufficiently exciting the attitude dynamics. As in the altitude

maneuver, the first 5 s are considered to be part of the take-off. This maneuver was used both

in simulated and experimental scenarios, and the results from the simulated case were used

to obtain the controller gains from (6.4) and (6.5). Images of the vehicle during flight are

shown in Fig. 6.10.

The attitude dynamics reference model has a fundamental frequency of ωρ = 100 and

a damping coefficient of ζρ = 1 unless otherwise specified. These values were defined

empirically through the observation of flight test results. Fast reference dynamics need to be

imposed in this case, as generally, the attitude loop is the inner loop of the position control

loop, and therefore the use of slower reference dynamics would lead to a degradation of the

system performance.

In the case of the attitude loop, the relevant state variables are the angles Φ, Θ, and

Ψ. The yaw angle Ψ tracking is treated separately from the other two, as it pertains to

the rotational position of the vehicle and does not have influence in either the lateral or the

vertical movements. As such, the relevant states are the roll and pitch angles, which are
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symmetrical to one another along their respective axis. Therefore, to avoid the repetitive

presentation of results which would lead to the same conclusions, a preference will be given

to presenting results for the pitch angle Θ.
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Figure 6.9: Reference attitude maneuver.

Figure 6.10: Photos of the Parrot Mambo performing the maneuver shown in Fig. 6.9, at the

initial position (a) and 1.5m forward (b).
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6.1.7 Description of the trajectory simulation and experiments

To evaluate the impact of the choice of aggressiveness of the attitude controller over the

energy consumption, an experiment in which the quadrotor mini drone performs a square

trajectory was devised, reflecting a common-use scenario. The aforementioned trajectory

can be seen in Fig. 6.11, made of a square with 1.5m in the side. The vehicle must take off

from the ground, remain at a stable altitude of 1m, and then move sequentially to the square

vertices in a counter-clockwise order, until the specified flight time of 50 s is achieved. As

with the altitude and attitude experiments, the data corresponding to the take-off will not be

considered when evaluating the results.

Figure 6.11: Reference trajectory used in the experiments.
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6.2 Simulated location of the closed-loop poles and system

response as the battery voltage drops

6.2.1 Altitude control loop

The gains of the battery-unaware altitude controller were obtained by solving (6.2) for

UZ
u = 10, t0 = 0s and tf = 5s, resulting in

[

K̂u
eZ

K̂u
eIZ

K̂u
ėZ

]

=

[

0.95 0.25 0.54

]

. The

value of the upper bound was chosen to avoid saturation in the vehicle actuators and the time

interval corresponds to the duration of the transient response of the employed command

step signal. A simulation of the pole placement of the linearized system when employing

the battery-unaware controller was conducted while varying the value of ξ from 0.8 to 1,

in increments of 0.01, resulting in Fig. 6.12, where it can be seen that the dominant real

pole remains at approximately the same position as ξ varies from 1 to 0.8, but the pair of

complex poles gets closer to the origin. That is, the system response gets slower. A color bar

is included in this figure, with red corresponding to the lower ξ values and blue to the higher

ones.
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Figure 6.12: Altitude system poles for the linear approximation of the altitude control loop,

designed with a battery-unaware controller.

Fig. 6.13 shows the error transient response of the altitude closed-loop poles for the

linear approximation as ξ varies, using the battery-unaware controller parameters. There are

three undesired phenomena that must be addressed. First, system response gets slower as ξ
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decreases, corroborating the analysis of the closed-loop poles of the linear approximation.

Secondly, the response dynamics change, with the appearance of oscillations and a longer

settling time when comparing the lower ξ values to the higher ones. Finally, the peak error

value suffers a significant increase. Not considering the ideal case ξ = 1, in which the NDI

leads to a perfect tracking of the reference signal, the peak error goes from around 0.02m in

the higher ξ values to 0.14m in the lower ξ values. Furthermore, the integral action from the

nonlinear dynamic inversion is dependent on model parameter knowledge, which means that

even the steady-state behavior can be affected in an experimental scenario, a fact that will be

shown in the experimental results.
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Figure 6.13: Simulated altitude error transient response using battery-unaware controller

design.

6.2.2 Attitude control loop

The battery-unaware attitude controller gains were obtained by solving (6.4) for Uρ

u = 1,

t0 = 0s and tf = 50s, resulting in
[

K̂u
eρ

K̂u
eIρ

K̂u
ėρ

]

=

[

0.95 0.07 0.12

]

. The value of

the upper bound was chosen to avoid saturation in the vehicle actuators and the time interval

corresponds to the duration of the employed reference signal. The poles of the numerically

linearized system were then obtained by varying the value of ξ between 0.8 and 1, resulting
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in Fig. 6.14, where it can be seen that the dominant real pole remains at approximately at the

same position, while the leftmost real pole gets closer to the origin as ξ goes from 1 to 0.8.

This corroborates the findings from the mathematical analysis, as the drop in battery voltage

leads to a slower system response.
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Figure 6.14: Attitude system poles for the linear approximation of the attitude control loop,

designed with a battery-unaware controller.

However, when looking at the resulting error dynamics, shown in Fig. 6.15, the resulting

variation, although present, is relatively small. Remembering that, for this case, the altitude

dynamics correspond to the most energetically costly component of the vehicle operation, it

follows that the effect of the battery discharge over the attitude dynamics would be signifi-

cantly smaller than the one observed for the altitude.
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Figure 6.15: Simulated attitude error transient response using battery-unaware controller

design.

6.3 Battery-aware controller design simulated results

6.3.1 Altitude control loop

The gains of the battery-aware altitude controller were obtained by solving (6.3) for

UZ
a = 10, t0 = 0 s, tf = 5 s and values of ξi going from 0.8 to 1 in increments of 0.01,

for M = 21 with all weights w1 = · · · = wM = 1, as the objective is for the perfor-

mance to be consistent across all considered values of ξ, resulting in
[

K̂a
eZ

K̂a
eIZ

K̂a
ėZ

]

=
[

5.03 7.87 1.36

]

. The results for the battery-aware altitude controller in the simulated

case can be seen in Figs. 6.16 and 6.17, where it is shown that by designing the controller

taking the battery voltage as a factor, the difference in behavior for the ξ ≈ 1 scenarios

against the ξ ≈ 0.8 ones is greatly reduced, along with an overall improvement in the peak

value of the error dynamics. The peak error for the battery-unaware design varies between 0

and 0.16 for the different values of ξ, while it stays between 0 and 0.04 for the battery-aware

case. The dominant pole is allocated further to the left, so that as the battery discharges

and the dynamics get slower, the closed-loop behavior is still acceptable, especially when

considering the steady-state response.
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Furthermore, the imposition of different closed-loop dynamics will necessarily impact

the discharge rate of the battery. In the experimental section, a comparison of the battery

voltage between the battery-unaware and battery-aware cases will be performed to determine

if there is a trade-off between the two controller design approaches.

-5 -4 -3 -2 -1

Real axis

-1.5

-1

-0.5

0

0.5

1

1.5

Im
a

g
in

a
ry

 a
x
is

 = v
b
/v

b,0

0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98 1

Figure 6.16: Altitude system poles for the linear approximation of the altitude control loop,

designed with a battery-aware controller.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time, t(s)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

|Z
R

(t
)-

Z
(t

)|
(m

)

 = v
b
/v

b,0

0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98 1

Figure 6.17: Simulated altitude error transient response using battery-aware controller de-

sign.
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6.3.2 Attitude control loop

The gains of the battery-aware attitude controller were obtained by solving (6.5) for Uρ

a =

0.1, t0 = 0 s, tf = 50 s and values of ξi going from 0.8 to 1 in increments of 0.01, for M = 21

with all weights w1 = · · · = wM = 1, as the objective is for the performance to be consistent

across all considered values of ξ, resulting in
[

K̂a
eρ

K̂a
eIρ

K̂a
ėρ

]

=

[

0.99 0.07 0.25

]

. The

resulting error dynamics for the battery-aware attitude controller can be seen in Fig. 6.18.

There is not a significant improvement over the behavior observed in Fig. 6.15, which is

coherent since as the battery-unaware case established that this loop is not severely impacted

by the battery discharged, the gains from the battery-aware design are only marginal. The

corresponding poles from the linear approximation are shown in Fig. 6.19.
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Figure 6.18: Simulated attitude error transient response using battery-aware controller de-

sign.
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Figure 6.19: Attitude system poles for the linear approximation of the altitude control loop,

designed with a battery-aware controller.

6.4 Adjusted command compensation simulated results

This section presents the simulated results comparing the altitude response of the quadro-

tor mini drone when performing the maneuver shown in Fig. 6.7 between the cases where

the motor commands are obtained through the nominal battery voltage or normal commands,

using (5.51), and when the measured battery voltage is fed into the command generation pro-

cess or compensated commands, using (5.52). The battery-aware controller is being used,

as it presented a better error transient response in both the altitude and attitude control loops

when compared to the battery-unaware alternative. The absolute error for each case is shown

in Fig. 6.20, with the signals from 27.5 until 32.5 s being highlighted in Fig. 6.21, and the

corresponding battery voltages are shown in Fig. 6.22.
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Figure 6.20: Simulated altitude error transient response for the non-compensated and com-

pensated command generation.
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Figure 6.21: Simulated altitude error transient response for the non-compensated and com-

pensated command generation, from 27.5 until 32.5 s.
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Figure 6.22: Simulation result for the battery voltage for the non-compensated and compen-

sated command generation.

The analysis shown in section 5.3 predicted that the error dynamics would benefit from

the feedback of the battery voltage vb, as the actual motor speeds would correspond to the

commanded motor speeds, at the cost of a faster discharge rate. Figs. 6.20 and 6.21 show

that this improvement is verified in the simulated setting, with the absolute error for the

compensated case being closer to the reference signal than the normal command case. The

trade-off is also verified by the data shown in Fig. 6.22, where it can be seen that the bat-

tery discharges faster in the compensated case when compared to the case where the motor

commands are generated by employing the nominal battery voltage. In the next section, the

experimental results will be presented.
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6.5 Experimental results for the battery-unaware and

battery-aware controllers

6.5.1 Altitude control loop

The experimental results relating to the application of the battery-unaware and battery-

aware controller to solve the altitude control loop problem are presented in this section. The

flight maneuver shown in Fig. 6.7 was repeated two times for each experiment, one immedi-

ately after the other, with no recharge of the battery in between, using both battery-unaware

and battery-aware designed controllers. This allowed the collection of data sets containing

six step responses during flight at different intervals of battery voltage. The necessity of two

flights is due to memory restrictions for data logging imposed by the vehicle. The battery is

recharged between each experiment. The altitude responses for the first and second flights

are presented in Figs. 6.23 and 6.24 for the battery-unaware and battery-aware controllers,

respectively.
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Figure 6.23: Altitude response of the battery-unaware controller.
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Figure 6.24: Altitude response of the battery-aware controller.

The altitude response was analyzed as follows: the periodic sections of the altitude signal

corresponding to the pulses after the take-off were isolated, the absolute error between the

vehicle altitude and the reference signal was calculated and the resulting error signals were

superposed. The initial time t0 was considered to be the starting time of each altitude pulse

and the final time tf is 5 s after t0. Additionally, the corresponding values of ξ were included

in each figure as a second plot, to better demonstrate the relation between the decrease in

battery voltage and the system dynamics.

The flight error transient responses and the corresponding intervals of ξ for the battery-

unaware case can be seen in Fig. 6.25. It is clear that as the value of ξ decreases, deterioration

can be observed in the error dynamics. When compared to the simulated results in Fig. 6.13,

it is of note that the oscillating behavior was less pronounced, but the steady-state error

in the lower ξ intervals still appears. These results show that the analytical demonstration

in Section 5.1 and subsequent simulated results were correct to confirm a deterioration in

the closed-loop dynamics. The differences observed between simulated and experimental

results are to be expected, as no model can be expected to fully capture the dynamics of a

system, and factors such as mechanical wear and tear, variable connection speeds between

the quadrotor and the base station and variation in environmental conditions can lead to such

variance.
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Figure 6.25: Experimental altitude error transient responses for different intervals of ξ using

the battery-unaware controller design.

The behavior for the battery-aware case is shown in Fig. 6.26. The experimental re-

sults show that by taking into account the existence of the propulsion system and, critically,

the battery as a variable power source, the system behavior has an overall improvement,

as the behavior is consistent between all intervals of battery voltage values, in contrast

with the battery-unaware case, where a significant deterioration of the closed-loop behav-

ior was observed for the lower intervals of ξ. The behavior was particularly better in the

steady-state regime. This attests that the battery-aware controller design approach resulted

in a closed-loop altitude response less sensitive to variations in the battery voltage than its

battery-unaware counterpart.
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Figure 6.26: Experimental altitude error dynamics for different bands of ξ using the battery-

aware controller design.

Regarding the discharge rate in both scenarios, the comparison of the battery voltage vb

can be seen in Fig. 6.27. The curves show that the battery-aware altitude controller design

has a trade-off, presenting a higher discharge rate over its unaware counterpart. Thus, the

system designer must balance the need for reliable closed-loop dynamics for a given band of

states-of-charge against the flight autonomy desired for a given application.

6.5.2 Attitude control loop

The experimental results regarding the application of the battery-unaware and battery-

aware attitude controllers are presented in this section. The maneuver specified in Fig. 6.9

was performed employing these controllers, and the resulting signals can be seen in Fig.

6.28, where the first five cycles where an attitude maneuver is performed are highlighted.
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Figure 6.27: Comparison of the battery voltage vb observed in both the battery-unaware and

battery-aware cases for the altitude.
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Figure 6.28: Attitude response of the battery-unaware and battery-aware controllers.

In order to compare the attitude response at different points, the sections of the maneuver

corresponding to the forward movement of the aircraft were isolated, and the error signals

were superposed, as was done for the altitude. The values of ξ are also included in each

plot. This led to Figs. 6.29 and 6.30, for the battery-unaware and battery-aware controller,
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respectively. Once again, differences between the behavior in the two scenarios are to be

expected, due to mechanical wear and tear in the vehicle parts and variable connection speed

between the vehicle and the base station, among others. That said, the conclusions drawn

from the simulated case hold true here: the system behavior remains is unaffected by the drop

in battery voltage, and the use of the battery-aware controller leads only to marginal gains

in performance. All error transients have a peak of approximately 4
◦ and achieve a steady-

state value under 1◦ in the same amount of time. This is also reflected when comparing the

battery voltage in both cases in Fig. 6.31, which shows that the discharge rate was very close

between the two cases. This means that although there are small gains from adopting the

battery-aware approach in the attitude loop, they are not nearly as significant as those seen

for the altitude.
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Figure 6.29: Experimental attitude error transient responses for different intervals of ξ using

the battery-unaware controller design.
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Figure 6.30: Experimental altitude error transient responses for different intervals of ξ using

the battery-aware controller design.
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6.6 Experimental results for the adjusted command com-

pensation

This section presents the experimental results which compare the altitude response of the

quadrotor mini drone when performing the maneuver shown in Fig. 6.7 between the cases

where the motor commands are obtained through the nominal battery voltage or normal

commands, using (5.51), and when the measured battery voltage is fed into the command

generation process or compensated commands, using (5.52). The absolute error for each

case is shown in Fig. 6.32, with the signals between 27.5 to 32.5 s being highlighted in Fig.

6.33, and the corresponding battery voltages are shown in Fig. 6.34.
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Figure 6.32: Experimental altitude error transient response for the normal and compensated

command generation.
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Figure 6.33: Experimental altitude error transient response for the normal and compensated

command generation, 27.5 to 32.5 s.
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Figure 6.34: Battery voltage during flight for the non-compensated and compensated com-

mand generation.
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The simulated results shown in Section 6.4 corroborated the analysis presented in Chapter

5.3, which predicted that the error dynamics would benefit from the feedback of the battery

voltage vb, as the actual motor speeds would correspond to the commanded motor speeds,

at the cost of a faster discharge rate. Figs. 6.32 and 6.33 show that this improvement is

also verified in the experimental setting, as the compensated case is better at tracking the

reference signal. The trade-off is also verified by the battery voltage data shown in Fig. 6.34,

where it can be seen that the battery discharges faster in the compensated case than in the

case where the motor commands are generated by employing the nominal battery voltage.

6.7 Experimental results for the impact of the controller

choice over the energy consumption

The experimental results of the trajectory test are presented in this section. Two cases

were tested, one with a reference model with ωρ = 100 and another with ωρ = 200, that is,

a less aggressive and more aggressive control approach. The battery-aware gains were em-

ployed in both cases, and both flights were conducted using the same battery, fully charged

in both cases. The resulting trajectories can be seen in Fig. 6.35.

Figure 6.35: Square trajectory performed by the quadrotor mini drone with different refer-

ence models.
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The altitude and pitch responses for both cases are presented in Figs. 6.36 and 6.37.

Although differences in the system response can be observed between both cases, both were

able to satisfactorily track the square trajectory. This is a requirement to compare the energy

consumption between the two cases since if one or both of them were unable to perform the

required maneuvers, from a mission design standpoint the proposed flight controller would

be inadequate. Considering that the behavior was adequate in both cases, then a comparison

can be made to see if any of the two approaches present an advantage either in the error

transient response or in the battery discharge rate during flight.
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Figure 6.36: Altitude and attitude responses for the square trajectory, ωρ = 100.
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Figure 6.37: Altitude and attitude responses for the square trajectory, ωρ = 200.

The similarity between the obtained responses can be further demonstrated by plotting

the respective absolute errors for each case in the same graph, as shown in Fig. 6.38. The

resulting error signals are very similar between both cases, which is also reflected when

comparing the Mean Square Error (MSE) metric for each case, resulting in 0.0185m2 and

0.5336 (◦)2 when ωρ = 100 and 0.0181m2 and 0.4542 (◦)2 when ωρ = 200. These metrics

show that the behavior in both cases is similar, although the faster reference model has a

slight edge in performance.
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Figure 6.38: Comparison of the altitude and attitude absolute errors for the square trajectory.

Finally, the battery voltage for both cases can be seen in Fig. 6.39. The hypothesis

formulated in Chapter 5 was that the shorter transient regimes from the more aggressive

control strategy would lead to less tilting of the total thrust axis, resulting in less energy

consumed during the flight. The results shown in Fig. 6.39 agree with this hypothesis,

showing that the battery does indeed discharge slower in the case where ωρ = 200 than the

case where ωρ = 100. The resulting gains, however, are small. This is to be expected, as

attitude maneuvers for a vehicle such as the Parrot Mambo demand significantly less energy

than altitude maneuvers, and since the behavior of both cases was close in regards to tracking

error, it is to be expected that the resulting difference is negligible.
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Figure 6.39: Comparison of the battery voltages for the square trajectory.
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Chapter 7

Conclusion

In this chapter a description of the research results is given, describing how the research

question posed in the motivation was answered, and future lines of work derived from the

conducted studies are presented.

7.1 Research results

The motivation stated for this research was the following: to determine whether im-

provements can be made to the current design process of flight controllers for quadrotor

mini drones, where the behavior of the electrical subsystem in these vehicles is ignored.

This was shown to be a relevant question through the exploration of the related works,

where it was verified that the majority of works regarding the electrical energy consumption

in these vehicles consider, for a previously designed system, topics such as energy-efficient

path planning and battery replacement techniques. Of those few works that actually consid-

ered how the presence of a varying power source feeding the system actuators would affect

the system behavior, none had provided a rigorous mathematical analysis that would lead to

a model which represented these factors.

In this work, a complete model of a quadrotor mini drone vehicle and its subsystems was

studied, including the components of the electrical subsystem and a nonlinear battery model.

This study showed that the relevant system variables are strongly coupled and mostly non-

linear. This culminated in the analysis of how the quadrotor mini drone altitude and attitude

dynamics are affected by the motor model and, more critically, by the drop in battery voltage
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as it discharges during flight. Intuitively, such an effect would be present, but the analysis

presented here described its nature and quantified it through the location of the poles of lin-

earized system approximations, showing how the expected response deteriorates over time.

This implies that if these effects are not considered during the design process, the result-

ing vehicle performance may be outside the design specifications. This was demonstrated

through simulated and experimental results, where the observed response of the altitude and

attitude control loops of a quadrotor mini drone presented an increased difficulty in tracking

the reference signals as the battery voltage decreased.

Changes in the design process of the vehicle flight controller were proposed to mitigate

these effects, one by the adaptation of an optimization-based approach to design the altitude

and attitude controllers, so-called battery-aware controller design, and another by changing

how the motor commands are generated. These were shown to be effective for improving

the performance of the altitude loop, resulting in a consistent system response during battery

discharge, and an overall improvement over the alternatives where the battery voltage was

not considered a factor in the system design. However, when it comes to the adjustment of

the motor commands by employing the battery voltage, the theoretical analysis predicted the

elimination of the effects associated with the battery discharge, which were not verified by

the experimental results. This is likely because the ESCs were considered energy conserving,

as data that would enable their modeling was not available. Nevertheless, this solution still

resulted in an improvement in the system’s performance.

The results for the attitude control loop showed a less pronounced improvement when

compared to the altitude. This is consistent with the analysis of the physics related to the

movement of quadrotor mini drones. This analysis established that for the case studied in this

work, the effort to maintain or increase the vehicle height is the most significant component

in vehicle energy consumption. This agrees with the attitude dynamics, which are related to

lateral movement, being less affected by the battery discharge.

However, this same analysis showed that the attitude response of the system will have an

impact on the energy consumption, due to the tilting of the thrust axis caused by lateral move-

ment, because of the coupling between the vertical lift necessary to maintain altitude and any

movement along the horizontal plane. It was explained that this tilting of the thrust axis in-

creases energy consumption by demanding an increase in motor speed so that the vehicle

139



does not lose altitude, which leads to the hypothesis that establishing more aggressive refer-

ence model dynamics for the attitude, minimizing the time in which the thrust axis is tilted,

the battery would discharge slower when compared to the cases in which less aggressive

reference model dynamics are employed. This hypothesis was tested through experiments

and proved valid for the studied case. This conclusion might change for larger vehicles, or at

higher movement speeds, where the air volume displaced due to the flight envelope is more

relevant.

Thus, the answer to the original research question is that the electrical subsystem is rele-

vant to the proper design of quadrotor mini drone systems and that the design process itself

can result in better performance if the electrical subsystem is taken into account. This im-

plies that the associated effort to correctly model the system components must be conducted

when providing solutions for applications that require the use of these vehicles.

7.2 Future works

The proposed battery-aware controller design approach was implemented for a linear

control strategy. While the optimization problem formulated is fairly agnostic regarding

controller choice, as long as the associated parameters are constant values, there are possible

interesting results to be derived by implementing and applying this methodology to other

control strategies.

Due to the experimental platform restrictions regarding the nature of the DC-DC con-

verters, these components were considered to be energy-conserving during the modeling

phase of the study. A detailed model of the DC-DC converters would lead to a deeper un-

derstanding of the problem and would help explain why the proposed compensation through

the generated commands for the motors, although effective, did not correspond precisely to

what was predicted in the theoretical analysis.

Due to the coupling of the system variables, the analytical solution for obtaining a lin-

ear approximation of the attitude dynamics presented difficulties, which for this study were

overcome through the use of a numerical tool to linearize the system. Therefore, obtaining

an expression that allows the linearization of the attitude dynamics within the context of the

quadrotor mini drone model proposed in this work is still an open problem.
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All of the experiments were performed indoors, given that the employed experimen-

tal platform was made for this type of scenario. Environmental effects present in outdoor

environments, such as wind, might present interesting challenges for energy consumption

analysis. Furthermore, while this work aimed to propose general experiments which could

demonstrate the overall effectiveness of the proposed compensation techniques and corrob-

orate the results of the presented mathematical analyses, some works have demonstrated

that by focusing on specific applications, such as photogrammetry, new research challenges

might arise from specific needs regarding the vehicle construction and design.
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