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Resumo
A transformação de linguagem natural em código está evoluindo rapidamente, impulsion-

ada por avanços em Grandes e Pequenos Modelos de Linguagem (LLMs e SLMs). Embora

demonstrem grande potencial na geração de código, a eficácia desses modelos em cenários

reais de programação ainda é incerta, especialmente considerando diferentes tipos de proble-

mas e níveis de dificuldade. Este estudo avalia a acurácia de Grandes Modelos de Linguagem

(GPT-4, LLAMA 3, CLAUDE 3 SONNET e GEMINI PRO 1.0) em 100 problemas do Leet-

Code e BeeCrowd, além de investigar o desempenho de Pequenos Modelos de Linguagem

(LLAMA 3.2 3B, GEMMA 2 9B, PHI-4 14Be DEEPSEEK-R1 14B) em 280 problemas

do Codeforces. Os resultados mostram que, no grupo de LLMs, o GPT-4 liderou com 78

soluções corretas, evidenciando maior facilidade em problemas de nível mais baixo. Já entre

os SLMs, o PHI-4 14B destaca-se ao resolver 63% dos problemas, superando significativa-

mente os outros modelos, que apresentaram taxas inferiores a 23%. Esses achados indicam o

potencial dos LLMs e SLMs como assistentes de codificação, mas também ressaltam a vari-

ação significativa nas taxas de sucesso conforme a complexidade dos problemas. Portanto,

apesar de auxiliarem de forma relevante, não devem ser adotados como soluções autôno-

mas. No caso dos SLMs, embora o PHI-4 14B apresente resultados promissores, ainda há

limitações.
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Abstract
The transformation of natural language into code is evolving rapidly, driven by advances

in Large and Small Language Models (LLMs and SLMs). Although it demonstrates great

potential in code generation, the effectiveness of these models in real programming scenarios

is still uncertain, especially considering different types of problem and levels of difficulty.

This study evaluates the accuracy of Large Language Models (GPT-4, LLAMA 3, CLAUDE

3 SONNET and GEMINI PRO 1.0) on 100 LeetCode and BeeCrowd problems, in addition

to investigating the performance of Small Language Models (LLAMA 3.2 3B, GEMMA 2

9B, PHI-4 14Band DEEPSEEK-R1 14B) on 280 Codeforces problems. The results show

that, in the group of LLMs, GPT-4 led with 78 correct solutions, showing greater ease in

lower-level problems. Among SLMs, PHI-4 14B stands out by solving 63% of problems,

significantly outperforming other models, which apply rates lower than 23%. These results

indicate the potential of LLMs and SLMs as settlement residents, but also highlight the sig-

nificant variation in success rates depending on the complexity of the problems. Therefore,

despite helping significantly, they should not be adopted as independent solutions. In the

case of SLMs, although PHI-4 14B presents promising results, there are still limitations.
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Chapter 1

Introduction

According to Uptech [101], developing software typically costs between $50,000 and

$250,000, depending on complexity and development hours, with multi-platform applica-

tions often reaching the higher end. As software development becomes more accessible, the

global developer population has grown to $19.6 million in 2024, according to JetBrains re-

port [47]. However, hiring and retaining skilled developers remains costly, with rates ranging

from $24 to $150 per hour depending on experience, location, and employment model [4].

Driven by soaring demand for top-tier talent, these expenses contribute to the broader trend

of rising IT investment, with global spending projected to reach $5.26 trillion in 2024—a

7.5% increase from the previous year, according to Gartner [32].

Given the high costs of software development and retaining skilled professionals, there

is a growing need for cost-reduction strategies—one of the most promising being automatic

code generation, which leverages large code bases to generate code from developer-specified

requirements, enabling faster and more scalable development. Automatic code generation

has evolved rapidly, from early methods using natural language inputs [61, 113] to powerful

models like CodeBERT [28] and OpenAI’s CodeX [14], which leverage large-scale pretrain-

ing to support multilingual code tasks and drive tools like Copilot.

Building upon these advanced models, the last two years have witnessed the emergence

of several sophisticated Large Language Models (LLMs) tailored for code generation tasks.

Notable examples include GPT-4 [2], GEMINI PRO 1.0 [98], LLAMA 3 [34], and CLAUDE

3 SONNET [3]. Despite their strong performance, these large models require massive param-

eter counts, leading to high computational demands during training and deployment. This

1



1.1 Problem 2

results in elevated operational costs, energy use, and carbon emissions, raising environmen-

tal concerns [88, 94, 95]. Moreover, LLMs pose security risks such as data leakage and

vulnerability to adversarial attacks, threatening privacy and sensitive information [23].

To address economic, environmental, and security concerns, researchers are increasingly

focusing on Small Language Models (SLMs), which use fewer parameters to reduce com-

putational demands, costs, carbon impact and are easily customizable. Their open-source

nature also enables local deployment and better privacy. Despite their size, recent SLMs like

PHI-4 14B [1], LLAMA 3.2 3B [66], GEMMA 2 9B [99], and DEEPSEEK-R1 14B [38]

show potential for code generation.

1.1 Problem

The rapid advancement of LLMs and SLMs has positioned them as powerful tools for au-

tomated code generation, enabling natural language-to-code translation that reduces costs,

increases productivity, and expands access to software development. However, a critical

challenge lies in reliably assessing the correctness of the code these models generate. De-

spite their widespread use, benchmarks like HumanEval [14], MBPP [7], and APPS [39]

have notable limitations [26, 48]: HumanEval offers few test cases and overly simplified

prompts; MBPP focuses on basic Python tasks; and APPS, while more complex, evaluates

only code correctness, ignoring key metrics like execution time and memory usage. More-

over, dataset-based evaluations may produce false positives, accept inefficient solutions, and

struggle with problems that allow multiple correct outputs [59].

Given these considerations, it is crucial to evaluate both LLMs and SLMs on a broader

and more challenging set of tasks, particularly within real-world competitive programming

environments. Platforms like the Codeforces Judge [17], which demand efficient algorithms,

strict execution constraints, and scalable solutions, offer a valuable setting for such assess-

ments. Evaluating models in these dynamic, high-stakes contexts allows for a more com-

prehensive understanding of their true capabilities and limitations—measuring not only cor-

rectness but also runtime and memory usage. This approach provides a more practical and

realistic evaluation, helping bridge the gap between academic benchmarks and real-world

software engineering needs.
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1.2 Motivating Example

Evaluating the correctness of code generated by language models is challenging due to the

complexity and diversity of programming tasks, which are influenced by factors like problem

difficulty, required concepts (e.g., arrays, matrices, sorting), necessary optimizations, and

the clarity of the prompt. Additionally, a language model can produce correct but inefficient

solutions and struggle with problems that have multiple valid outputs.

An illustrative example of the complexity involved in automatic code generation can be

found in problem 414-B (Elo rating 1400) from Codeforces, Listing 1.1. In this problem,

the goal is to count how many fixed-length sequences can be formed using numbers from 1

to n, such that each element divides the next— a constraint that requires not only generating

all possible combinations but also efficiently checking divisibility between consecutive ele-

ments. The solution demands a dynamic programming approach that carefully considers the

relationship between divisors and multiples, effectively illustrating the kind of algorithmic

reasoning language models must master to solve non-trivial programming tasks.

This solution was generated by the Phi-4 model and, although it produces correct results,

it fails to meet the time constraints imposed by the platform. Specifically, it successfully

passes the first four test cases but exceeds the time limit on the fifth, resulting in a Time

Limit Exceeded (TLE) error.

1.3 Solution

To address this gap, our study presents an evaluation of LLMs—including GPT-4, GEMINI

PRO 1.0, LLAMA 3, and CLAUDE 3 SONNET—and SLMs, such as PHI-4 14B, LLAMA 3.2

3B, GEMMA 2 9B, and DEEPSEEK-R1 14B. We assess their performance across multiple

dimensions: correctness, runtime and memory usage, consistency, and cost-effectiveness.

The evaluation is conducted using a diverse set of competitive programming problems

sourced from globally recognized platforms—LeetCode [56], BeeCrowd [9], and Code-

forces [17]—which are widely used by millions of programmers and serve as industry bench-

marks for algorithmic problem-solving. These problems span a broad range of topics and

difficulty levels, from basic data structures to advanced algorithmic challenges, providing a
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1 def count_good_sequences(n, k):

2 MOD = 1000000007

3 dp = [[0 for _ in range(k + 1)] for _ in range(n + 1)]

4

5 for i in range(1, n + 1):

6 dp[i][1] = 1

7

8 for length in range(2, k + 1):

9 for end in range(1, n + 1):

10 total = 0

11 multiple = end

12 while multiple <= n:

13 total += dp[multiple][length - 1]

14 if total >= MOD:

15 total -= MOD

16 multiple += end

17 dp[end][length] = total

18

19 result = sum(dp[i][k] for i in range(1, n + 1)) % MOD

20 return result

21

22 if __name__ == "__main__":

23 import sys

24 input = sys.stdin.read

25 data = list(map(int, input().split()))

26 n, k = data[0], data[1]

27 print(count_good_sequences(n, k))

Listing 1.1: Python implementation for the Mashmokh and ACM problem (Codeforces 414-

B)

comprehensive view of each model’s coding capabilities. Ultimately, our analysis offers a

holistic assessment of the effectiveness of LLMs and SLMs in automated code generation,

shedding light on their strengths, limitations, and implications for the future of AI-assisted

programming.

By adopting this approach, we aim to derive valuable insights into the performance of
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LLMs and SLMs in competitive programming. Our analysis focuses on several key aspects,

including overall accuracy rates—measuring how often a model generates a fully correct

solution that passes all test cases—and accuracy across different difficulty levels, which helps

us understand how these models perform on easy, medium, and hard problems. We also

examine common error patterns in the generated code, such as logical mistakes or syntax

issues, and evaluate the number of attempts required by LLMs to produce a correct solution,

highlighting whether success tends to occur on the first try or after multiple retries. For

SLMs, we assess consistency by determining whether correct solutions are produced reliably

across multiple runs or merely by chance. Finally, we consider the financial cost of running

SLMs in competitive programming environments to evaluate their cost-effectiveness.

1.4 Evaluation

Our research methodology consists of two complementary experiments designed to evaluate

the performance of LLMs and SLMs in solving competitive programming problems. The

first experiment focuses on LLMs and involves a manual evaluation using a curated set of

100 problems, 50 from LeetCode and 50 from BeeCrowd. Solutions generated by the mod-

els are submitted directly to the respective platforms, ensuring correctness is assessed under

real-world competitive conditions. To account for variability in model outputs, each problem

is submitted up to three times. The second experiment targets SLMs and uses an automated

evaluation framework applied to a larger dataset of 280 problems from Codeforces. This

approach streamlines the testing process by extracting problem requirements and submit-

ting them systematically, with each problem evaluated three times per model—totaling 840

submissions per model. Together, these experiments enable a thorough assessment of cor-

rectness, consistency, runtime, and computational efficiency. This methodology provides an

evaluation of the coding capabilities of LLMs and SLMs, ensuring that their performance is

assessed in a fair and reproducible manner.
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1.5 Conclusions

Our findings reveal meaningful differences in the performance of LLMs and SLMs on code

generation tasks, particularly when considering problem difficulty and platform character-

istics. For instance, while LLMs like GPT-4 performed well overall, with high accuracy

on structured problems—achieving over 90% success on LeetCode—they showed a notable

drop on more open-ended tasks, with average accuracy falling to around 40% on BeeCrowd.

This contrast underscores how model performance is influenced not only by problem com-

plexity, but also by how tasks are and presented.

In the automated evaluation of SLMs on Codeforces problems, models like PHI-4 14B

showed promising capabilities, reaching a pass@3 rate above 60%, while others performed

significantly below that threshold. This stark contrast highlights the considerable perfor-

mance gap between different sizes of small models, emphasizing that while some SLMs

demonstrate promising capabilities, others still struggle to generalize effectively across di-

verse coding challenges

Overall, the study highlights that while LLMs and SLMs can serve as effective coding

assistants, their utility depends heavily on task type, clarity of the problem description, and

the underlying reasoning required. Selected models show strong potential, but ensuring code

correctness, reliability, and practical value in real-world activities demands careful validation

and testing. Moving forward, continued evaluation in realistic, high-variance programming

environments will be essential to fully understand and improve their real-world applicability.

1.6 Summary of contributions

The main contributions of this work are:

• A comparative analysis of the correctness and reliability of LLMs, including GPT-

4, GEMINI PRO 1.0, LLAMA 3, and CLAUDE 3 SONNET, in solving programming

problems.

• A comparative analysis of the correctness and reliability of SLMs, such as PHI-4 14B,

LLAMA 3.2 3B, GEMMA 2 9B and DEEPSEEK-R1 14B, in solving programming

problems.
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1.7 Organization

This work is organized as follows: Chapter 2 provides the essential background information.

Chapters 3 and 4 present the methodology and results of the evaluation for Large and Small

Language Models, respectively. Chapter 5 offers a review of related work, and Chapter 6

concludes with a summary of the findings.



Chapter 2

Background

This chapter provides a thorough background to facilitate a deeper understanding of the con-

cepts underpinning our study. It is structured into three key sections: an introduction to Lan-

guage Models (Section 2.1), an exploration of Code Generation Techniques (Section 2.2),

and a discussion on the Evaluation of Language Models Code Generated (Section 2.3).

2.1 Introduction to Language Models

In this section, we provide an overview of the development of language models, tracing

their evolution from early models to the advent of Large Language Models (LLMs). We

will also delve into the key trends, innovations, and factors that have shaped the develop-

ment of LLMs, alongside the emergence and significance of smaller language models as an

alternative to their larger counterparts.

2.1.1 The Evolution of Language Models

Machines cannot inherently comprehend or generate human language in a meaningful way

without sophisticated artificial intelligence (AI) models. Over the years, significant advance-

ments in natural language processing (NLP) have driven the development of Large Language

Models (LLMs), enabling machines to interpret, generate, and interact using human lan-

guage [100]. However, achieving human-like proficiency in programming tasks remains a

challenge, requiring continuous refinement of model architectures, training methodologies,

8
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and evaluation frameworks.

Language modeling (LM) is a key approach in enhancing the language intelligence of

machines. In general, LM focuses on estimating the generative probability of word se-

quences, allowing for the prediction of future (or missing) tokens. This field has garnered

significant attention in research, evolving through four major developmental stages [119]:

• Statistical Language Models (StatLM): Emerging in the 1990s, StatLMs [31,83,96]

use statistical methods to predict the next word in a sentence based on preceding words.

These models rely on the Markov assumption, considering only a limited number of

previous words for prediction. When a fixed number of words is used as context, they

are known as n-gram models (e.g., bigram for two words, trigram for three). However,

StatLMs struggle with large datasets, as the number of possible word combinations

grows exponentially, making accurate predictions more difficult. To address this issue,

smoothing techniques like backoff estimation [53] and Good-Turing estimation [30]

are used to adjust probabilities for unseen word combinations, improving prediction

accuracy.

• Neural Language Models (NLM): NLMs [12, 54, 70] use neural networks to pre-

dict the likelihood of word sequences. Neural networks like multi-layer perceptrons

(MLP) and recurrent neural networks (RNNs) are employed for this task. One sig-

nificant advancement introduced by these models was the idea of representing words

as vectors [12], which helps to capture the meaning of words based on the context in

which they appear. By applying this technique of learning features, a general neural

network approach was developed to create a unified and efficient solution for various

natural language processing (NLP) tasks [20]. Additionally, the word2vec [69, 71]

model was proposed to build a simple neural network that learns these word represen-

tations, and this method proved to be highly effective across various NLP tasks. These

studies marked the beginning of using language models for representation learning,

beyond just modeling word sequences, having a significant impact on the field of NLP.

• Pre-trained Language Models (PLM): A key development in this area was

ELMo [78], which aimed to improve word representations by first training a network

to understand the context of words and then adjusting it for specific tasks. Instead
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of using fixed word meanings, ELMo used a bidirectional LSTM (biLSTM) network.

Following this, BERT [24] introduced a more advanced approach using the Trans-

former model [102], which allowed the network to learn from large amounts of text

data through a process called self-attention. BERT improved the understanding of

word context and provided better word representations that helped boost the perfor-

mance of many NLP tasks. This approach of “pre-training and fine-tuning” has since

been widely adopted, leading to the creation of other models like GPT-2 [81] and

BART [57], which either introduced new network designs or enhanced the pre-training

process. Fine-tuning is often necessary to adapt these pre-trained models to specific

tasks.

• Large language models (LLM): Larger language models (LLMs) tend to perform

better on various tasks as they grow in size and data, following a scaling law [52].

Researchers have tested this by training increasingly bigger models, like GPT-3 (175B

parameters) and PaLM (540B parameters), which show emergent abilities [108] com-

pared to smaller models like BERT (330M) and GPT-2 (1.5B). These larger models can

handle complex tasks, such as few-shot learning, which smaller ones struggle with. A

key example is ChatGPT, which adapts GPT models for conversation, demonstrating

impressive interaction skills. Since its release, research on LLMs has surged on the

computer science community.

2.1.2 Large versus Small Language Models

LLMs are trained on massive text corpora with tens of billions (or more) of parameters, such

as GPT-3 [51], GPT-4 [2], and LLAMA 3 [34]. The goal of LLMs is to enable machines to

understand human commands and adhere to human values. The substantial increase in model

size, dataset volume, and computational prowess has resulted in significant enhancements

across various tasks and unveiled remarkable capabilities. The number of parameters for

LLMs typically exceeds a hundred billion, and the training data is usually in the range of

a few hundred GB to a few TB. The largest version of the GPT-4 model has 1.76 trillion

parameters and uses hundreds of terabytes of text data for training. This enormous scale

allows these models to capture a broad spectrum of knowledge and perform sophisticated
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tasks, including natural language understanding, code generation, summarization, and more,

often outperforming smaller models in accuracy and versatility.

Despite the progression of Language Models towards Large Language Models (LLMs),

many tasks can still be effectively handled by smaller versions of these models. While

the computational infrastructure required to run an LLM is not always accessible to ev-

eryone, and not all tasks necessitate the use of such large models, companies have responded

by releasing more compact versions of their LLMs. These smaller models, such as Phi-

4:14B [68], Llama3.2:3B [67], and Gemma2:9B [33], offer a balanced trade-off between

performance and efficiency, making them accessible for a broader range of users and tasks.

These models demonstrate that, with innovative approaches and optimized data handling,

smaller models can still achieve remarkable results while being more feasible to deploy in

resource-constrained environments.

The Phi-4 model was developed in response to recent advancements in Large Language

Models (LLMs), which have shown that improving data quality can lead to performance

gains that rival or even surpass those achieved by simply scaling computational resources,

model size, or dataset volume. Phi-4, a 14-billion parameter model, pushes the boundaries

of small language models by introducing innovative synthetic data generation techniques,

specifically designed for reasoning-intensive tasks. By optimizing its training curriculum,

fine-tuning data mixtures, and employing novel post-training strategies, Phi-4 significantly

enhances the performance of smaller models [1].

A key innovation behind Phi-4 is its use of synthetic data, which forms the majority of

its training set. This data is generated through a range of sophisticated techniques, such as

multi-agent prompting, self-revision workflows, and instruction reversal. These approaches

facilitate the creation of datasets that promote advanced reasoning and problem-solving ca-

pabilities, overcoming some of the limitations found in traditional unsupervised data sources.

As a result, Phi-4 demonstrates strong reasoning abilities, making it highly effective in tack-

ling tasks that demand complex cognitive functions [1].

Thanks to these groundbreaking methods, Phi-4’s performance on reasoning-based tasks

often rivals, or even exceeds, that of much larger models. For instance, in many widely rec-

ognized reasoning benchmarks, Phi-4 competes directly with Llama-3.1-405B, showcasing

the significant strides that smaller models have made in achieving comparable or superior
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results despite their reduced parameter count [1].

2.2 Code Generation Techniques

Code generation, also known as program synthesis, refers to the automated generation of

software code based on user intent. This technique enhances developer productivity by re-

ducing manual coding and accelerating the software development lifecycle. Early research in

code generation focused primarily on deductive and inductive program synthesis, which cre-

ates code based on specifications and/or input-output pairs. With the advent of deep learning

techniques, language-based code generation, which describes user intent in natural language,

has gained significant attention [64].

2.2.1 Deductive Code Generation

Deductive synthesis relies on logical reasoning to derive a program from a specification. In

this process, the specification is typically a formal description of the desired program behav-

ior (such as expected inputs and outputs), and the system deduces a program that satisfies

these conditions. Deductive synthesis is often associated with formal logic techniques and

formal proofs, where the machine attempts to derive a correct program based on a formal

description of requirements and properties [35, 37].

Example of operation: If the problem specification indicates that given an integer, the

program should return its double, deductive synthesis would attempt to construct a program

that satisfies this condition based on known logical and mathematical rules.

The need for detailed specifications aids in minimizing logical errors. It has wide-

ranging applications in areas such as robotics [29] and software engineering [41]. For in-

stance, STRIPS [29] is an automated planner that tackles robot-related challenges, while

PROW [103] generates LISP code from specifications in predicate calculus by employing a

two-step process involving theorem proving and code generation.
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2.2.2 Inductive Code Generation

Inductive program synthesis, also known as programming by example (PBE), creates pro-

grams directly from specific input-output pairs [64]. This method is simpler and more acces-

sible than deductive synthesis, and it has been widely explored. It allows users with little to

no programming experience to guide computers using examples.

Example of operation: If the problem specification provides examples such as the num-

ber 2 generating the output 4 and the number 3 generating the output 6, inductive synthesis

would attempt to deduce that the desired program is a function that doubles the input values.

For example, FlashFill [36], one of the most well-known real-world applications of pro-

gram synthesis, generates programs for spreadsheet software like Excel based on just a few

input-output examples. Similar techniques [106] are also employed to generate programs for

relational databases, particularly for tasks like schema refactoring.

2.2.3 Natural Language-based Code Generation

Natural language-based code generation has become a significant area of research, utilizing

deep learning techniques to convert natural language descriptions into functional code. These

approaches are typically divided into three main categories: sequence-based models, tree-

based models, and pre-trained models [64].

Sequence-based models treat code generation as a machine translation problem, where

the task is to convert a natural language description into code. For example, Ling et al. [61]

used a neural network with a structured attention mechanism to process semi-structured in-

puts for code generation.

Tree-based models take into account the structured nature of code by parsing it into

tree-like structures, such as Abstract Syntax Trees (ASTs). Yin et al. [114] trained an LSTM

to generate a sequence of actions that build the AST, while Rabinovich et al. [80] directly

generate the tree structure of the source code.

Pre-trained models [28,105] have emerged as another effective approach, where models

are pre-trained on large datasets and later fine-tuned for specific tasks like code generation.

These models have led to significant improvements in performance. Additionally, some

studies have explored “retrieval-augmented generatio” where the model retrieves relevant
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code from external sources such as Stack Overflow or API documentation to enhance the

generation process. For instance, Xu et al. [111] incorporated external knowledge bases

for improved model performance, while Parvez et al. [77] introduced similar code snippets

alongside the input to train models in incorporating reusable code.

These approaches represent a broad range of strategies that are advancing the field of

natural language-based code generation, each contributing to the overall improvement of

code generation capabilities.

2.2.4 Language Models for Code Generation

Language Models (LMs) for code generation involve using LMs to produce source code

based on natural language descriptions, a task commonly referred to as natural-language-to-

code. These descriptions usually consist of programming problem statements (or docstrings)

and may also include additional programming context, such as function signatures and as-

sertions [48].

Transformer-based LMs have transformed numerous fields, with a significant impact on

code generation. Their development follows a structured process, beginning with the cura-

tion and synthesis of code data, followed by a multi-stage training pipeline that includes pre-

training, fine-tuning (instruction tuning), and reinforcement learning with various feedback

mechanisms. Additionally, advanced prompt engineering techniques enhance their effec-

tiveness. Recent innovations have introduced repository-level and retrieval-augmented code

generation, along with the emergence of autonomous coding agents [48].

2.3 Evaluation of Language Models Code Generated

To assess the performance and advantages of LLMs, strategies and benchmarks have been

introduced to facilitate empirical evaluation and analysis.

2.3.1 Evaluation Strategies

Developing effective and reliable automatic evaluation metrics for generated content has

been a persistent challenge in natural language processing (NLP) [15, 60, 76]. Initially,
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most approaches relied on token-matching-based metrics, such as Exact Match, BLEU [76],

ROUGE [60], and METEOR [8], which are widely used in NLP text generation, to evaluate

the quality of code generation [48].

Although these metrics provide a fast and cost-effective way to evaluate generated code,

they often fail to fully capture its syntactic and functional correctness, as well as its seman-

tic properties. To address this limitation, CodeBLEU [82] was introduced, extending the

traditional BLEU metric [76] by integrating syntactic analysis through abstract syntax trees

(AST) and semantic understanding via data-flow graphs (DFG). Despite these advancements,

the metric still falls short in addressing execution errors and discrepancies in the generated

code’s execution results. To overcome these challenges, execution-based metrics have gained

traction in code generation evaluation, including pass@k [14], n@k [58], test case aver-

age [40], and pass@t [74]. Among these, pass@k has emerged as a key evaluation metric,

measuring the likelihood that at least one of k generated code samples successfully passes

all unit tests. An unbiased estimator for pass@k, introduced by [14], is defined as:

pass@k = 1−
(
n−c
k

)(
n
k

) (2.1)

Let n represent the total number of sampled candidate code solutions, k the number

of randomly selected code solutions from these candidates for each programming problem,

where n ≥ k, and c the number of correct solutions within the k selected samples.

However, execution-based methods rely significantly on the quality of unit tests and are

restricted to evaluating executable code [116]. As a result, when unit tests are not available,

token-matching-based metrics are frequently used as an alternative for evaluation. In cases

where a ground truth label is missing, unsupervised metrics like perplexity (PPL) [46] can

be applied. Perplexity measures an LLM’s uncertainty in predicting new content, offering

an indirect assessment of the model’s generalization ability and the quality of the generated

code.

2.3.2 Code Generation Benchmarks

To rigorously evaluate the effectiveness of Language Models (LMs) in code generation, the

research community has developed a diverse set of high-quality benchmarks in recent years.
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These benchmarks, including various iterations of the HumanEval dataset and other novel

benchmarks, aim to assess a wider range of code generation capabilities in large language

models. By incorporating increasingly complex problems and augmenting test case scales,

these benchmarks provide a comprehensive framework for measuring the performance of

LLMs in producing functional, accurate, and contextually appropriate code [48].

HumanEval [14] consists of 164 manually created Python programming problems, each

containing a function signature, docstring, body, and multiple unit tests. HumanEval+ [63]

expands on the original HumanEval benchmark by scaling up the number of test cases by a

factor of 80. This increased scale enables HumanEval+ to detect a larger amount of incorrect

code generated by LLMs that may have previously gone unnoticed.

MBPP [7] consists of around 974 Python programming problems, crowdsourced and

aimed at entry-level programmers. Each problem includes an English task description, a

code solution, and three automated test cases. MBPP+ [63] builds upon MBPP by removing

poorly structured problems and correcting those with faulty implementations. Additionally,

MBPP+ significantly increases the test scale, expanding it by 35 times for enhanced test

coverage.

CoderEval [115] is a practical code generation benchmark featuring 230 Python and 230

Java programming problems. It serves to assess model performance in generating functional

code that goes beyond simple standalone functions. ClassEval [26], on the other hand, is a

manually designed benchmark with 100 classes and 412 methods aimed at evaluating LLMs

in the context of class-level code generation. The tasks in ClassEval are particularly complex,

requiring the generation of long code and detailed docstrings, making it a valuable tool for

evaluating the ability of LLMs to produce intricate and sophisticated code.

For competition code, there is APPS benchmark [40] which is composed of 10K Python

problems, spanning three levels of difficulty: introductory, interview, and competition. Each

problem is described in English, accompanied by its corresponding ground truth Python so-

lutions, and test cases defined by their inputs and outputs or function names when provided.

CodeContests [58], on the other hand, is a competitive programming dataset that includes

samples from various platforms, such as Aizu, AtCoder, CodeChef, Codeforces, and Hack-

erEarth. This dataset encompasses programming problems along with test cases presented

as paired inputs and outputs, including both correct and incorrect human solutions across
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multiple programming languages.

Additionally, LiveCodeBench [45] is a comprehensive and contamination-free bench-

mark for evaluating a wide range of code-related capabilities of LLMs, including code gen-

eration, self-repair, code execution, and test output prediction. The benchmark continuously

gathers new coding problems from reputable contest platforms, such as LeetCode, AtCoder,

and CodeForces. The latest release of the dataset contains 713 problems, which were pub-

lished between May 2023 and September 2024.



Chapter 3

Manual Evaluation of Large Language

Models (LLMs)

In this chapter, we outline the methodology, results, and discussions of our study on Large

Language Models, which involved evaluating 100 problems from LeetCode and BeeCrowd.

Section 3.1 describes the methodology employed, while Section 3.2 defines the objectives of

our evaluation, including the research questions and performance metrics used. Section 3.3

presents the main findings, followed by Section 3.4, which offers an in-depth analysis and

interpretation of these results. Finally, Section 3.5 addresses the potential threats to the

validity of our study.

3.1 Methodology

This section outlines the methodology employed to develop the work and accomplish the set

objectives. It is organized into several subsections: Platforms Selection (Section 3.1.1), Prob-

lems Selection (Section 3.1.2), Large Language Models Selection (Section 3.1.3), Prompt

Design (Section 3.1.4), Experiment Setup (Section 3.1.5), Pilot Study (Section 3.1.6), and

Experiment Phases (Section 3.1.7).

18
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3.1.1 Platforms Selection

The LeetCode [56] and BeeCrowd [9] platforms were selected because they are an well-

known repository of programming problems, widely used to enhance coding skills, partici-

pate in contests, and prepare for job interviews. These platforms offer a range of problems

that simulate real-world challenges companies may face in their daily operations, with suffi-

ciently difficult tasks to thoroughly test the capabilities of Language Models.

3.1.2 Problems Selection

To conduct the Manual Evaluation of Large Language Models analysis, 100 programming

problems were manually selected to evaluate whether the GPT-4, GEMINI PRO 1.0, LLAMA

3, and CLAUDE 3 SONNET models provide correct responses. Of these, 50 problems were

sourced from LeetCode and 50 from BeeCrowd, both popular programming platforms. The

problems span across Easy, Intermediate, and Hard difficulty levels, and were chosen arbi-

trarily and manually submitted to the LLMs prompts.

The LeetCode platform categorizes its problems into difficulty levels: Easy, Intermediate,

and Hard. On the other hand, the BeeCrowd platform categorizes its problems by difficulty

level, from 1 to 10. To facilitate comparison with the LeetCode problems, the questions were

redistributed into three semantic levels, namely:

• Easy: questions from level 1 to 4;

• Intermediate: questions from level 5 to 7;

• Difficult: questions from level 8 to 10.

Given that the selected problems span Easy, Intermediate, and Hard difficulty levels, we

aimed for a thorough evaluation by arbitrarily selecting 50 problems from each platform.

These were distributed as follows: 20 from the Easy level, 15 from the Intermediate level,

and 15 from the Hard level.

Once each platform sets the level of each problem, a problem with the level “hard”

from LeetCode may not have the same level of difficulty compared with a problem from

BeeCrowd. Therefore, the problems cover various computer science domains including ar-

rays, data structures, algorithms, and graphs, among others. It is important to note that on
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BeeCrowd, the difficulty level is estimated using a variation of the ELO Rating System [72],

which uses the number of times the problem has been "defeated" (i.e., how many users have

solved the problem) to determine its difficulty. In this system, problems that are solved by

many users with few attempts are classified as low difficulty, while problems with more at-

tempts but fewer solutions are classified as high difficulty. The difficulty of the problems is

adjusted weekly, so their total score may vary [11]. The questions were selected arbitrarily

in January 2023 because preliminary studies involving GPT-3.5 were conducted throughout

that year, as detailed in Section 3.1.6.

3.1.3 Large Language Models Selection

The LLMs selected for evaluation in this study were chosen based on their performance and

impact in the AI field. We used tools such as LLM Arena [6], a crowdsourced open plat-

form for LLM evaluations, to guide our selection based on their rankings. Additionally, we

aimed to include one LLM from different companies and architecture to ensure representa-

tion across different developers.

The selected models are GPT-4 [2], LLAMA 3 [34], CLAUDE 3 SONNET [3], and GEM-

INI PRO 1.0 Pro [98]. As shown in Table 3.1, each one of them was developed by leading AI

companies. GPT-4, developed by OpenAI, has 1.76 trillion parameters and a context win-

dow of 8k, released in March 2023 with a cutoff in September 2021 [2]. Meta’s LLAMA 3

model has 70 billion parameters, a large context window of 128k, and was released in April

2024, with data available up until December 2023 [34]. Anthropic’s CLAUDE 3 SONNET

also features 70 billion parameters but has an even larger context window of 200k, released

in March 2024, with a cutoff date in August 2023 [3]. Google’s GEMINI PRO 1.0, with 1.56

trillion parameters, supports an impressive 1 million context window and was released in

December 2023 [19] [98].

3.1.4 Prompt Design

To submit the selected problems to LLMs, the complete text of each problem was extracted

from the respective platforms and incorporated into the LLMs’ prompts. The prompt was

carefully designed to provide clear instructions, ensuring that the models understood the task
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Table 3.1: Overview of Large Language Models: Context Window, Parameters, and Release

Information.

Model Name Company Number of Parameters Context Window Cutoff Date Release Date

GPT-4 OpenAI 1.76T 8k September 2021 March 2023

LLAMA 3 Meta 70B 128k December 2023 April 2024

CLAUDE 3 SONNET Anthropic 70B 200k August 2023 March 2024

GEMINI PRO 1.0 Google 1.56T 32k - December 2023

and generated relevant solutions. The following instruction was used:

Make a program that solves the following problem. The problem statement includes a de-

scription, input requirements, output specifications, and examples to aid in understanding

the problem.

Problem Statement: {Problem Statement}.

This structured approach ensured consistency across different problems while enabling

LLMs to accurately interpret and generate code solutions. Based on the provided input, the

language model produces a response code, which is then submitted to the problem platform.

The platform serves as an oracle, verifying the correctness of the LM generated solution.

3.1.5 Experiment Setup

The Manual Evaluation of Large Language Models experiment utilized BeeCrowd and Leet-

Code both as repositories of programming problems and as oracles to validate solutions

generated by the models. The models evaluated in this study were GPT-4 (default ChatGPT

version), GEMINI PRO 1.0, LLAMA 3, and CLAUDE 3 SONNET. A set of questions was

chosen arbitrarily in January 2023, with GEMINI PRO 1.0 being evaluated in February 2024,

followed by GPT-4, LLAMA 3, and CLAUDE 3 SONNET in April 2024.

To assess each problem, the full text—spanning description, examples, and constraints

was manually copied from the platform and pasted into each model’s prompt. In response,

the model produced a solution, which was then submitted back to the platform for evalua-

tion. Each solution received an “accepted” or “rejected” verdict based on the platform’s test

cases. This submission-and-verification workflow, is summarized in Figure 3.1. Although

the example in Listing 1.1 does not include an explanatory image, it is common for problem
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statements to contain images. However, this feature was not included for evaluation along-

side the question in any LLM, once the images only clarifies the problem statement instead

of add new information.

Figure 3.1: Setup of manual evaluation of Large Language Models (LLMs).

Given the probabilistic nature of the models used in this study, they can produce varied

responses to the same query. As a result, each LLM was given up to three attempts per

problem. This means the identical text was resubmitted for evaluation a maximum of three

times, or until a correct answer was obtained. The decision to allow three submissions was

purely experimental, with the same prompt being forwarded to the model each time. If

the response remained incorrect after the third submission, the problem was classified as

unsolved. Each problem was presented to the model in a unique prompt, which was only

reused for additional attempts if needed. No specific programming language was requested

in the prompts; however, most solutions were generated in Python.

3.1.6 Pilot Study

In this stage, a qualitative pilot study was initially conducted using only the GPT-3.5 LLM,

followed later by the GEMINI PRO 1.0. The datasets used in this study were sourced from

the LeetCode and BeeCrowd platforms, and the methodology followed is described in Sec-

tion 3.1.5. The results obtained from this pilot study were incorporated into the analysis, as
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the studies were published across 2023 and 2024 [90] [92]. These experiments were carried

out entirely manually to ensure the validity of the manual study methodology.

3.1.7 Experiment Phases

Following the pilot study, the manual evaluation phase was broadened to incorporate ad-

ditional LLMs, including GPT-4, LLAMA 3, and CLAUDE 3 SONNET. The same set of

problems from LeetCode and BeeCrowd used in the pilot was retained to maintain consis-

tency, enabling direct comparisons of performance and reasoning across different versions

and generations of language models.

This expanded phase aimed to enhance the generality and robustness of our approach by

examining a wider range of models. By comparing outputs from models trained on different

data and employing varied architectures, the study provided deeper insights into their behav-

ior, strengths, and potential pitfalls. These findings were especially valuable for validating

the methodology on a broader scale, highlighting model-specific advantages and limitations

while informing future refinements of our experimental design.

3.2 Definition

In this section, we define the objective of our study using the GQM (Goal, Question, Metric)

method [13]. Our goal is to evaluate the effectiveness of Large Language Models (LLMs)

such as GPT-4, GEMINI PRO 1.0, LLAMA 3, and CLAUDE 3 SONNET in solving program-

ming problems sourced from platforms like LeetCode and BeeCrowd, with the purpose of

raising implications of its use in the daily routine of programmers, regarding the correctness

of the generated answers, from the perspective of researchers, in the context of automatic

code generation.

Therefore, this study aims to provide insights into the practical implications of using

LLMs in programmers’ daily workflows, with a focus on solution correctness. To achieve

this, we formulate and investigate three key research questions (RQs).

RQ1 To what extent LLMs as GPT-4, LLAMA 3, CLAUDE 3 SONNET, GEMINI PRO

1.0 can answer programming assignments?
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To answer this question, the correct and incorrect responses provided by the platforms

LeetCode and BeeCrowd will be counted.

RQ2 What types of errors are most common in the responses generated by LLMs?

To address this question, we will examine and categorize the most frequent failures

encountered in model outputs, including syntactic issues, logical missteps, and failures

to satisfy problem constraints.

RQ3 How does the performance of LLMs vary across different programming topics?

This question aims to assess the effectiveness of LLMs across a diverse set of program-

ming topics, including graph algorithms, dynamic programming, sorting, and string

manipulation. By analyzing performance variations, we can identify strengths and

weaknesses in the models’ problem-solving capabilities across different algorithmic

domains.

3.3 Research Questions Results

This section presents the results of the manual evaluation conducted on 100 programming

problems sourced from BeeCrowd and LeetCode. The analysis primarily focuses on as-

sessing the performance of different LLMs, identifying patterns in their problem-solving

capabilities, and highlighting their strengths and limitations. While pilot studies involving

GPT-3.5 provided valuable qualitative insights, they were excluded from the quantitative

analysis to focus solely on the performance of more recently released models.

3.3.1 RQ1: To what extent LLMs as GPT-4, LLAMA 3, CLAUDE 3

SONNET, GEMINI PRO 1.0 can answer programming assign-

ments?

To answer this research question, the number of correct answers provided by each program-

ming platform was counted, as shown in Table 3.2. Specifically, GPT-4 successfully solved

100% of the programming problems from LeetCode, but only 56% in BeeCrowd. In com-

parison, LLAMA 3 and CLAUDE 3 SONNET showed similar results, solving 92% of the
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problems on LeetCode but only 38% on BeeCrowd, indicating a significant variation in per-

formance depending on the platform. GEMINI PRO 1.0 performed similarly on LeetCode,

correctly answering 90% of the problems, but struggled on BeeCrowd, achieving only 34%

accuracy. These results emphasize that while all models perform well on LeetCode, their

effectiveness on BeeCrowd varies significantly.

Table 3.2: Number of problems correctly answered by GPT-4, LLAMA 3, CLAUDE 3 SON-

NET and GEMINI PRO 1.0.

Platform GPT-4 LLAMA 3 CLAUDE 3 SONNET GEMINI PRO 1.0

LeetCode 50/50 46/50 46/50 45/50

BeeCrowd 28/50 19/50 17/50 17/50

Total 78/100 (78%) 65/100 (65%) 63/100 (63%) 62/100 (55%)

3.3.2 RQ2 What types of errors are most common in the responses gen-

erated by the models?

The LeetCode and BeeCrowd platforms provide an output with the associated error for each

problem that is not solved. Figure 3.2 groups together all the errors recorded by each plat-

form, the main errors are Time Limit Exceeded and Wrong Answer. Time Limit Exceeded

is an error thrown when the submitted solution takes longer than the allowed time to execute

all evaluation tests [11]. On the other hand, Wrong Answer is thrown when the solution does

not produce the expected result for 100% of the test cases.

Additionally, there is also the Runtime Error, thrown in smaller quantities, which con-

cerns defining a vector or array with less capacity than required for the problem, or attempt-

ing to access an invalid memory location. Memory Limit Exceeded is generated when the

code attempts to allocate more memory than the maximum allowed for the problem. This

can occur because a very large vector or data structure is being used [11].

On the LeetCode platform, the model GPT-4 exhibited flawless performance, resulting

in its absence from Figure 3.2 (A). In contrast, the models LLAMA 3, CLAUDE 3 SONNET,

and GEMINI PRO 1.0 primarily encountered the ’Wrong Answer’ error. As illustrated in Fig-

ure 3.2 (B), on the BeeCrowd platform the models GEMINI PRO 1.0, CLAUDE 3 SONNET,
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Figure 3.2: Types of errors generated by incorrect answers on (A) - LeetCode platform vs

(B) - BeeCrowd platform.

and LLAMA 3 frequently encounter the ’Wrong Answer’ error, indicating that their solu-

tions often fail the test cases. Conversely, GPT-3.5 and GPT-4 predominantly experience

the ’Time Limit Exceeded’ error, suggesting that their incorrect solutions do not complete

within the allotted time for executing test cases.

The range of types of errors exhibited by GPT-4 enforces a diversity of responses offered

by the model. In contrast, most of the incorrect answers provided by GEMINI PRO 1.0,

CLAUDE 3 SONNET and LLAMA 3 share the same error “Wrong answer,” indicating that the

model consistently makes the same type of mistake.

3.3.3 RQ3 How does the performance of LLMs vary across different

programming topics?

The LeetCode and BeeCrowd platforms provide information about the topics covered in each

question, allowing for the assessment of the topics addressed. Tables 3.3 and 3.4 groups

together the main topics addressed in the questions discussed in this study. It is notable that
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Table 3.3: Number of correct answers per topic on the LeetCode platform.

Topics GPT-4 LLAMA 3 CLAUDE 3 SONNET GEMINI PRO 1.0

Array 17 16 17 16

String 10 9 8 8

Hash Table 6 6 6 6

Linked List 6 5 5 5

Math 6 5 5 5

Tree 3 3 3 3

Backtracking 1 1 1 1

Stack 1 1 1 1

Total 50 (100%) 46 (92%) 46 (92%) 45 (90%)

the LeetCode topics covered are widely recognized in the programming world, including

Array, String, and Math. Some problems also make use of more complex concepts, such as

dynamic programming and recursion. Nevertheless, the models achieved an accuracy rate of

95

The topics covered on BeeCrowd platform are also common in the programming world,

such as Data Structures and Libraries, Math, and Paradigms. The most covered topics are

Ad-hoc and Beginner, categories created by the platform to target problems that do not fit

into other categories and are basic enough for programming beginners [10], respectively.

When examining the topics covered, it is evident that the BeeCrowd platform questions

do not address significantly different or more complex topics compared to the LeetCode

platform questions. This suggests that the lack of appropriate responses from the models

is not due to the topic of the questions, but rather to the formulation of the questions, as

BeeCrowd is a competition-oriented platform and many of its questions are intentionally

written in a complex manner to make the challenge more offensive.

3.4 Discussion

Building upon the findings outlined in the preceding section, this section delves into various

aspects related to the performance of the models. We dig into deeper to identify the diffi-
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Table 3.4: Number of correct answers per topic on the BeeCrowd platform.

Topics GPT-4 LLAMA 3 CLAUDE 3 SONNET GEMINI PRO 1.0

Ad-hoc 5 2 1 1

Beginner 8 7 7 7

Data Structures and Libraries 5 3 2 3

Graph - - - -

Math 5 3 4 4

Paradigms 2 1 - -

Strings 3 3 3 2

Total 28 (56%) 19 (38%) 17(34%) 17 (34%)

culty levels of the questions that are answered correctly and incorrectly. Furthermore, we

performed a metamorphic test, analyzed the number of attempts required to correctly solve

a question, and explore the implications of utilizing models like GPT-4, GEMINI PRO 1.0,

LLAMA 3 and CLAUDE 3 SONNET for code generation. We also analyze the performance

disparity of these models across the platforms LeetCode and BeeCrowd. Additionally, we

acknowledge the limitations of our study and outline potential directions for future research.

3.4.1 The Number of Attempts Required to Correctly Solve a Question

Given that each problem was allowed a maximum of three attempts, we can analyze the ac-

curacy rate in relation to the number of submissions required for a correct solution. This

evaluation provides insights into the models’ consistency, highlighting how often they gen-

erate correct answers on the first attempt, versus requiring multiple tries to succeed.

LeetCode Questions

Figure 3.3 (A) compares the performance of GPT-4, LLAMA 3, CLAUDE 3 SONNET, and

GEMINI PRO 1.0 in solving problems from LeetCode. The x-axis of the chart represents

the number of attempts made to correctly answer the questions, while the y-axis shows the

number of questions solved correctly. LLAMA 3 and CLAUDE 3 SONNET have identical

performance per attempt, so their lines overlap in the graph.
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For the LeetCode platform, most problems were solved on the first attempt, with only

about 20% of the problems requiring a second or third attempt. Despite this, a significant

portion of the remaining problems were eventually solved, with GEMINI PRO 1.0 achieving

the highest success rate at 8/13 (61.54%). This highlights the importance of submitting

problems multiple times to LLMs, as their probabilistic nature allows alternative answers

suggested by the model to may be correct.

BeeCrowd Questions

Figure 3.3 (B) compares the performance of GPT-4, LLAMA 3, CLAUDE 3 SONNET, and

GEMINI PRO 1.0 in solving problems from BeeCrowd. The x-axis represents the number of

attempts made to correctly answer questions, while the y-axis shows the number of questions

answered correctly.

In the BeeCrowd results, the models solved less than 50% of the problems on the first

attempt, and their performance on subsequent attempts was also low. In this context, the

model with the highest success rate on remaining attempts was LLAMA 3, achieving a rate

of 8 out of 39 (20.51%). On the other hand, GPT-4 had the lowest success rate, solving

only 3 out of 39 (7.69%). This analysis concludes that, despite the probabilistic nature of the

models, they do not always provide correct answers, regardless of the number of attempts.

3.4.2 Difficulty Levels of the Problems Answered

As shown in Figures 3.4 (A) and (B), GPT-4 exhibited superior problem-solving perfor-

mance across both evaluated platforms. It successfully solved all 50 problems from Leet-

Code and correctly answered 28 out of 50 problems from BeeCrowd, each within a maxi-

mum of three attempts. An analysis of Figure 3.4 (B) for the BeeCrowd platform reveals a

clear trend across all the LLMs examined. As illustrated, problems categorized as Easy were

solved with the highest accuracy, followed by Medium and Hard problems. This pattern

contrasts with the results from LeetCode, where problems across all difficulty levels were

answered correctly.
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Figure 3.3: Number of correct answers per number of attempts on (A) - LeetCode platform

vs (B) - BeeCrowd platform.

3.4.3 Evaluating Data Leakage on GPT-4

One potential threat to validity when using foundation models is data contamination [86]. To

mitigate this risk, we apply metamorphic testing [5,16] to assess the robustness and reliability

of the models. The GPT-4, GPT-3.5, GEMINI PRO 1.0, CLAUDE 3 SONNET, and LLAMA 3

demonstrate greater efficiency, particularly in solving problems of medium and low complex-
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Figure 3.4: Number of correct questions by difficulty levels on (A) - LeetCode platform and

(B) - BeeCrowd platform.
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ity. However, they encounter significant challenges when addressing problems of medium

and high difficulty. The models’ lower-than-expected performance on the BeeCrowd plat-

form can likely be attributed to their training data. It is possible that these models included

data from LeetCode during their training, a globally popular platform, while excluding data

from BeeCrowd, which is less widely recognized internationally.

To investigate further, a Metamorphic Test was conducted using all 50 problems from

BeeCrowd problems to assess whether GPT-4 would maintain its response trend. In this

study, a Metamorphic Test entails modifying the problem descriptions by:

• Substituting certain words with synonyms,

• Replacing verbs,

• Renaming personal nouns or variables,

• Making minor changes without altering the core meaning of the problem.

For example, original phrases like “Calculate the sum of X and Y” were modified to

“Determine the total of A and B”. This ensures that the fundamental problem remains un-

changed, while its linguistic structure is altered. In this example, the words replaced are

shown in Table 3.5. After modifying some words, the reformulated requirement document is

submitted to the LLM for processing. The response generated by GPT-4 is then submitted

to the BeeCrowd platform, and its correctness is recorded for subsequent analysis.

Table 3.5: Example of words changed on metamorphic test.

Word Before Word After

Calculate Determine

X A

Y B

Sum Total

The Metamorphic Test was applied to all 50 BeeCrowd problems using the GPT-4

model. As illustrated in Figure 3.5, the number of correctly solved problems before and

after the metamorphic test is very similar, with a difference of only three problems, and
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Table 3.6: Transition Matrix with status changes before and after the Metamorphic Test.

From/To Right Wrong

Right 26 2

Wrong 5 17

there is no significant variation in the count by submission attempts. This aligns with the ex-

pected behavior of a probabilistic model, as discussed in Section 3.4.1, where resubmitting

a problem may lead to different outcomes.

Table 3.6 presents the Transition Matrix, comparing the status of problems before and

after the Metamorphic Test, highlighting the number of problems that changed or maintained

their status. In this analysis, 7 problems had their status altered after the Metamorphic Test,

which can be attributed to the probabilistic behavior of the model.

In conclusion, since there were no significant variations in the responses provided by

the model after the Metamorphic Test, we can infer, within this context and for the set of

problems used, that there was no data leakage or contamination between the test data and the

training data.

Figure 3.5: Count of correct answers before and after Metamorphic Test.
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Table 3.7: Problems released after the cutoff date submitted to GPT-4.

Contest Solved count

Codeforces 940 Div2 (Easy, Medium) 6/9

Atcoder 351 (Easy - Hard) 2/7

Atcoder 353 (Easy - Hard) 2/7

OPI PB 2024 (Easy, Medium) 5/6

Analysing GPT-4 on Contest After the Cutoff Date

To further investigate potential data leakage, problems created after the LLM’s cutoff date

were submitted to GPT-4. Since this data could not have been included in GPT-4’s training

set, it serves as a critical test. Problems were sourced from contests such as Codeforces,

Atcoder, and the Paraíba Informatics Olympiad 2024, covering a range of difficulties from

easy to hard. However, it is important to note that the difficulty level is assigned by the

respective platform. This means that an "Easy" problem on Atcoder may have a significantly

higher difficulty level compared to an “Easy” problem on LeetCode.

As demonstrated in Table 3.7, the GPT-4 model successfully solved 15 out of the 29

newly submitted problems, reflecting a moderate level of performance with fresh problems,

similar to its performance with BeeCrowd problems. This suggests that its performance is

not influenced by data leakage.

3.4.4 Requirement Document Analysis on Not Solved Problems by

GPT-4

A subset of the problems that GPT-4 did not solve was analyzed by an Olympic student to

understand the underlying reasons for their failure. It was determined that the Requirement

Documents for 5 from 13 unsolved problems were ambiguous or incomplete. Figure 3.6

illustrates a problem involving the management of an airport’s flight queue. Initially, the

description ambiguously suggests that flights from the West should be queued first, followed

by those from the North, South, and East. However, the examples clarify that the correct

approach is to queue one flight from each region in sequence. To clarify this for GPT-4, a

sentence was added to the Requirement Document: “[...] To create the queue, take one flight
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Problem Flying Control

Description

[...] In order to organize the flow of airplanes from an airport [...], the planes that come

from the West side have a higher priority of being placed in the takeoff or landing

queue [...]. Airplanes coming from the North and South side must be inserted in row

1 at a time. And finally, the airplanes coming from the East side.

Input

The entrance consists of an integer P , representing the cardinal point of the plane

(−4 ≤ P ≤ −1), where (−4 is East, −3 is North, −2 is South, and −1 is West). Then

the planes are entered [...].

Output

The exit consists of a line containing the aircraft lined up in the order.

Examples
Input Sample 1 Input Sample 2

-4 A1 A26 A38 A23 -4 A12 A33

-1 A80 A40 -3 A8 A33

Output Sample 1 Output Sample 2

A80 A1 A40 A26 A38 A23 A8 A12 A33 A33
Note

For example, the boys can divide the watermelon into two parts of 2 and 6 kilos

respectively (another variant — two parts of 4 and 4 kilos).

Figure 3.6: Example of a problem with ambiguous Requirement Document.

from each direction in the following order: west, north, south, and east [...].” With such

adjustments, 4 out of the 5 problematic cases were resolved.

Enhancing the clarity of the Requirement Document to reduce ambiguity does not guar-

antee that a problem will be correctly solved. However, a key insight is that unsolved prob-

lems, particularly those classified as Easy or Medium, may often stem from ambiguous or

incomplete Requirement Documents. Such cases warrant further investigation to improve

problem comprehension and solution accuracy.
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3.5 Threats to Validity

The study on the performance of LLMs like GPT-4, GEMINI PRO 1.0, LLAMA 3 and

CLAUDE 3 SONNET in generating code from natural language descriptions, while illumi-

nating, faces some threats to its validity. These threats can be categorized into internal and

external validity threats, alongside construct and conclusion validity concerns:

3.5.1 Internal Validity

Problem Selection Bias: The programming problems selected from platforms like LeetCode

and BeeCrowd might not cover all possible types of programming challenges, or may favor

certain problem-solving paradigms. This could skew the evaluation towards models that

perform better on these specific types of problem.

Formatting Loss: The problems were submitted in a textual form, meaning the text

was copied from the platform and pasted into the prompt of the evaluated LLM. Therefore,

formatting loss may occur. To ensure consistency, the author preserved the original structure

and format of the problem as presented on the platform, making an effort not to add or

remove any line break.

Evaluation Criteria: Regarding the assessments of submissions, we assume that the

platform’s answers are correct. This approach is based on the widespread use of these plat-

forms by various developers. Any failure or error in the correction of questions would likely

be identified and reported by the community, allowing for timely correction of these issues.

Comparison Between Test Data and Training Data: The lower performance on

BeeCrowd may be due to data extraction restrictions on the site, raising doubts about model’s

access for training. In contrast, LeetCode has no such restrictions, supported by Gemini Pro’s

behavior citing LeetCode as references in its answers. To address this threat to validity, the

Session 3.4.3 was held to identify data leakage in GPT-4.

Complexity of Problem Requirement Documents: A notable observation is that many

unsolved problems originate from the BeeCrowd platform, which exhibits a higher com-

plexity level in its problem statements compared to LeetCode platform. To prevent this,

we addressed many different topics of problems, as well as different levels from different

platforms.
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3.5.2 External Validity

Generalization to Real-world Programming: The programming problems used in the

study might not accurately reflect the complexity and diversity of real-world programming

tasks. Thus, the models’ performance in this controlled setting may not directly translate to

effectiveness in practical coding scenarios.

Evolution of Models: These AI models are rapidly evolving, with newer versions being

released frequently. The findings may quickly become outdated, limiting the generalization

of the study’s conclusions over time.

3.5.3 Construct Validity

Evaluation of Correctness: How correctness is defined and measured in solving program-

ming problems can significantly affect the outcomes. How our metric for success does not

comprehensively capture the quality of the code generated in terms of efficiency, readability,

or adherence to best practices, it may not accurately reflect the models’ true capabilities.

Difficulty Level Misclassification Threat Another threat arises from the misclassifica-

tion of difficulty levels between different platforms. In the study, problems from various

platforms such as LeetCode, Atcoder, Codeforces, and BeeCrowd were included, each with

its own system of classifying difficulty. An “easy” problem in one platform might correspond

to a "medium" or even "hard" problem on another platform, as difficulty classification is sub-

jective and context-dependent. If the difficulty levels are not appropriately accounted for or

standardized, the model’s performance could be misinterpreted, thereby affecting the con-

struct validity. In order to mitigate this, the study carefully selected a wide range of problems

from different platforms, including Codeforces, Atcoder, and BeeCrowd, covering multiple

difficulty levels (easy, medium, and hard). This broad selection aimed to provide a balanced

representation of problems from each platform, ensuring that the model’s performance could

be evaluated across various levels of complexity.



Chapter 4

Automated Evaluation of Small

Language Models: Findings and

Discussion

In this chapter, we outline the methodology, results, and discussions of our study on SLMs,

conducted using a dataset of 280 problems from Codeforces. Section 4.1 describes the

methodology employed in the study. Section 4.2 presents the objectives of our evaluation,

including the research questions and the performance metrics used to assess the models.

Section 4.3 summarizes the key results, while Section 4.4 offers a detailed analysis and dis-

cussion of the findings.

4.1 Methodology

This section outlines the methodology employed to develop the work and accomplish the set

objectives. It is organized into several subsections: Platforms Selection (Section 4.1.1), Prob-

lems Selection (Section 4.1.2), Small Language Models Selection (Section 4.1.3), Prompt

Design (Section 4.1.4), Experiment Setup (Section 4.1.5), Pilot Study (Section 4.1.6), and

Experiment Phases (Section 4.1.7).

38
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4.1.1 Platforms Selection

The Codeforces platform was chosen for this study due to its reputation as a prominent

repository of programming problems, commonly used to sharpen coding skills, compete in

contests, and prepare for job interviews. It offers a diverse set of problems that mirror real-

world challenges encountered by companies, with tasks that are challenging enough to rig-

orously assess the capabilities of Language Models. Recent research [27] has also leveraged

Codeforces problems to evaluate language models, as competitive programming is widely

regarded as a robust benchmark for testing both reasoning and coding proficiency [14].

4.1.2 Problems Selection

The automated evaluation aims to systematically assess the accuracy of SLMs, such as PHI-4

14B, LLAMA 3.2 3B, GEMMA 2 9B and DEEPSEEK-R1 14B, by evaluating their perfor-

mance on 280 programming problems sourced from Codeforces API. Codeforces categorizes

problem difficulty using an ELO-based rating system, ranging from 800 to 3000+. Given

the relatively small size of these models and the inherent difficulty of Codeforces problems

across rating levels, we carefully selected 20 problems from ratings 800 to 2100, prioritizing

those with the highest number of successful submissions based on the solved count met-

ric. This approach ensures a balanced and representative evaluation across varying difficulty

levels. The problems used for this analysis were selected on Dec/15/2024.

These problems exhibit a broad range of token counts, as shown in Figure 4.1, with

document requirements varying from 149 to 1,117 tokens. However, most requirements fall

within the 227–459 token range. Additionally, these problems span a wide range of topics,

as illustrated by the tag distribution in Figure 4.2, which highlights the 20 most frequently

occurring topics. Since most problems are associated with multiple topics, the total tag

count exceeds the number of problems. Notably, the “implementation” tag appears most

frequently, as it encompasses problems where the core idea is straightforward, but the actual

coding can be challenging. According to the Codeforces community, such problems often

involve lengthy code, a higher likelihood of bugs, and numerous off-by-one errors [21].
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Figure 4.1: Distribution of Token Counts in Requirement Documents.

Figure 4.2: Problem Tag Distribution by Frequency.
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4.1.3 Small Language Models Selection

The SLMs selected for evaluation in this study were chosen based on their performance

and impact in the AI field. We utilized tools such as LLM Arena [6], a crowdsourced open

platform for LM evaluations, to guide our selection based on their rankings. Additionally, we

aimed to include one LM from different companies and architecture to ensure representation

across different developers.

The small models selected for this study are LLAMA 3.2 3B [67], GEMMA 2 9B [33],

PHI-4 14B [68] and DEEPSEEK-R1 14B [38], all of which are well-known language mod-

els suitable for tasks such as code generation, refactoring, and debugging, as outlined in

Table 4.1. These models, with varying parameter sizes and context windows, are designed

for use in tasks like automated code generation, refactoring, and debugging [1, 38, 66, 79].

Table 4.1: Overview of SLMs: Settings, Parameters, and Release Information.

Model Name Company
Number of

Parameters

Context

Window
Cutoff Date Release Date

LLAMA 3.2 3B Meta 3B 128K December 2023 September 2024

GEMMA 2 9B Google 9B 8k - June 2024

PHI-4 14B Microsoft 14B 16K June 2024 December 2024

DEEPSEEK-R1 14B DeepSeek 14B 128K - January 2025

4.1.4 Prompt Design

To enhance the accuracy of problem-solving, we structured the prompt to include essen-

tial contextual information. This encompasses details about the persona, guidelines for ap-

proaching the solution, the designated programming language (Python), and a description of

the problem statement format. These elements, combined with the problem statement itself,

provide a comprehensive foundation to guide the problem-solving process effectively.

You are a highly skilled competitive programmer with 15 years of experience in the field.

Your objective is to analyze the following problem statement and to produce a Python

code solution that adheres to the requirements.

Guidelines for the solution: deliver only the Python code; Ensure the solution reads in-

put via standard input and produces outputs results via standard output; If the solution
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requires defining a function, ensure it is executed within the code; Avoid adding explana-

tions, comments, or unnecessary text.

The Problem Statement includes a detailed description, input and output format, and ex-

amples to clarify requirements.

{Problem Statement}

4.1.5 Experiment Setup

The automated evaluation of SLMs was designed using problems from Codeforces to assess

the performance of the PHI-4 14B, LLAMA 3.2 3B, GEMMA 2 9B and DEEPSEEK-R1

14B models. Although Codeforces offers an API for retrieving information about available

problems, it does not provide full access to problem statements or allow direct submission of

solutions. To overcome this limitation, we developed an automated tool using SeleniumBase

to extract problem statements directly from the Codeforces platform and submit the gener-

ated code through the platform’s interface. The dataset was curated in December 2024, with

problems selected based on the number of solutions submitted. According to Codeforces’

terms of use [18], web scraping is not prohibited.

To ensure a fair and consistent evaluation of the models, all executions were performed

locally using the Ollama framework [75] in Python, running on an NVIDIA GeForce RTX

3060 GPU with 12GB of VRAM (February 2025). This hardware configuration was cho-

sen to balance accessibility with computational efficiency. Each model was initialized by

specifying its name and base URL, adhering to the default configurations provided by the

LangChain Ollama API [55]. This approach ensures uniformity in execution settings, mini-

mizing variability introduced by different model configurations or custom tuning.

Ollama was used to run the models locally, while SeleniumBase handled the automated

retrieval of Codeforces problem statements and submission of solutions. Specifically, each

problem was tested three times for each model, and the resulting code solutions were con-

solidated into a single CSV file. These solutions were then automatically submitted to Code-

forces for correctness evaluation, and the returned verdicts were captured in a second CSV

file. Together, these two CSV files formed the backbone of the exploratory data analysis.

This entire process, including the extraction of problem statements, the generation of

solutions by the SLM, and the evaluation of the correctness on the Codeforces platform, was
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fully automated. A schematic overview is provided in Figure 4.3.

Figure 4.3: Setup of Automated Evaluation of SLMs.

4.1.6 Pilot Study

To refine the process of extracting problem statements, submitting solutions, and interacting

with Codeforces, we conducted a step-by-step experiment using a sample of 10 problems

out of the 280 selected on LLAMA 3.2 3B. During this experiment, we observed that the

problem statements extracted from the platform sometimes contained descriptive terms for

mathematical symbols, such as “le” for “≤” and “ge” for “≥”. Since our goal was to main-

tain the integrity of the statements exactly as they appeared on Codeforces, we implemented

a correction mechanism to automatically replace these textual representations with the ap-

propriate mathematical symbols.

4.1.7 Experiment Phases

Building on the insights gained from the pilot experiment, the automated tool was scaled up

to handle 280 problems, with 20 problems selected from each rating level. Additionally, three

more models, PHI-4 14B, GEMMA 2 9B and DEEPSEEK-R1 14B, were incorporated into

the evaluation process. This expanded phase aimed to systematically assess the performance
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of smaller models across a diverse set of problem difficulties. The experiment focused on key

performance metrics such as accuracy and problem-solving consistency. Due to submission

constraints on Codeforces, the experiment was organized by rating levels for each model,

allowing for a structured and efficient testing approach.

4.2 Definition

In this section, we define the objective of our study using the GQM (Goal, Question, Met-

ric) method [13]. Our goal is to evaluate SLMs, including PHI-4 14B, LLAMA 3.2 3B,

GEMMA 2 9B and DEEPSEEK-R1 14B in solving programming problems sourced from

Codeforces platform, with the purpose of raising implications of its use in the daily routine

of programmers, regarding the correctness of the generated answers, from the perspective

of researchers, in the context of automatic code generation.

Therefore, this study aims to provide insights into the practical implications of using

SLMs in programmers’ daily workflows, with a focus on solution correctness. To achieve

this, we formulate and investigate three key research questions (RQs).

RQ4 To what extent SLMs as PHI-4 14B, LLAMA 3.2 3B and GEMMA 2 9B can an-

swer programming assignments?

To answer this question, the correct and incorrect responses provided by the Code-

forces platform will be counted.

RQ5 What types of errors are most common in the responses generated by the SLMs?

To address this question, we will examine and categorize the most frequent failures

encountered in model outputs, including syntactic issues, logical missteps, and failures

to satisfy problem constraints.

RQ6 How does the performance of SLMs vary across different programming topics?

This question aims to assess the effectiveness of SLMs across a diverse set of program-

ming topics, including graph algorithms, dynamic programming, sorting, and string

manipulation. By analyzing performance variations, we can identify strengths and

weaknesses in the models’ problem-solving capabilities across different algorithmic

domains.
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4.3 Research Questions Results

In this chapter, we present the results obtained in the automated study carried out with 280

problems from Codeforces. The problems were analyzed with a main focus on the perfor-

mance of the models.

4.3.1 RQ4: To what extent SLMs as PHI-4 14B, LLAMA 3.2 3B,

GEMMA 2 9B and DEEPSEEK-R1 14B can answer programming

assignments?

In order to evaluate the model’s answers to programming assignments, we selected 280

Codeforces problems spanning difficulty levels from 800 to 2100, with 20 problems at each

level. To evaluate the model’s performance, we employ the pass@k metric [14], which is

widely used in evaluating code generated by models to quantify the probability that, among

k solutions generated for a problem, at least one is correct. Because each problem was

submitted to the model three times, we will present the performance metrics for pass@1,

pass@2, and pass@3.

Table 4.2: LLAMA 3.2 3B, GEMMA 2 9B, PHI-4 14B and DEEPSEEK-R1 14B evaluations

for Codeforces problems.

pass@k

Model pass@1 pass@2 pass@3

LLAMA 3.2 3B 6.4% 10.4% 11.1%

GEMMA 2 9B 8.9% 10.0% 10.4%

DEEPSEEK-R1 14B 17.5% 22.9% 23.9%

PHI-4 14B 48.9% 58.6% 63.6%

According to Table 4.2, larger models such as PHI-4 14B and DEEPSEEK-R1 14B

demonstrate significantly superior performance in solving programming problems. PHI-4

14B stands out as the best option, achieving an accuracy rate nearly three times higher than

that of the second-place model, DEEPSEEK-R1 14B. The latter ranks second, with 17.50%

in pass@1 and 23.93% in pass@3, outperforming the smaller models but still falling well
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behind PHI-4 14B. Meanwhile, GEMMA 2 9B and LLAMA 3.2 3B show similar perfor-

mance, both with accuracy rates below 11% in pass@3, suggesting that smaller models may

not be suitable for handling complex programming tasks.

4.3.2 RQ5: What types of errors are most common in the responses

generated by the SLMs?

Figure 4.4: Percentage of submissions that resulted in an error, across 840 total submissions

(280 problems, each submitted three times).

In this section, we examine the different types of errors that arise when the SLM fails to

correctly solve a problem on the Codeforces platform. Codeforces evaluates each submis-

sion against a set of test cases and provides detailed feedback whenever a solution does not

pass all tests. Common errors include wrong answers, Time Limit Exceeded (TLE), Memory

Limit Exceeded (MLE), or runtime errors, each indicating a specific category of failure. By

analyzing these messages, we gain insights into where the solution approach breaks down

and how frequently each type of error occurs. Figure 4.4 offers a visual breakdown of the

most prevalent errors, helping us understand patterns in unsuccessful submissions and guid-

ing subsequent improvements to the SLM’s performance.

As shown in the bar chart, Wrong Answer appears most often and happens when a so-

lution fails to match the expected output for all test cases. The second most common issue

is Runtime Error, which often results from using arrays or vectors with insufficient size or

accessing invalid memory. Time Limit Exceeded and Memory Limit Exceeded also appear

frequently, occurring when solutions run longer or use more memory than Codeforces al-

lows.
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The DEEPSEEK-R1 14B model is the only one that shows a “Not Answered” cate-

gory because it often provides only a reasoning process without a final code solution. This

happened in 35.5% of its submissions, which we classify as “Not Answered”. In addition,

DEEPSEEK-R1 14B frequently encountered compilation issues, with 16.4% of its responses

resulting in a Compilation Error, as illustrated in the chart.

4.3.3 RQ6: How does the performance of SLMs vary across different

programming topics?

In this subsection, we examine the topics covered by the programming problems included in

our study. Codeforces assigns one or more topic tags to each problem (e.g., “math,” “greedy,”

“data structure”), making it easier to identify key concepts and skills tested. This tagging

system provides valuable insight into which areas were most commonly addressed and helps

us understand the range of problem-solving techniques the solution language models had to

employ.

Table 4.3 lists the Top 10 most prevalent topics among the problems analyzed, alongside

the percentage of questions successfully solved in each category. By focusing on these high-

frequency topics, we gain a clearer picture of where the models excel and where further

improvements may be needed.

PHI-4 14B (Phi) consistently performs better than the other three models, achieving

noticeably higher success rates across every topic. This superiority is especially pronounced

in categories such as Implementation, Math and Greedy, where even the second-best model

falls significantly behind. Another key observation is that Strings appear to be a relatively

strong suit for all models, though PHI-4 14B still outperforms the others.

In contrast, certain topics like Data Structures reveal clear weaknesses in the smaller

models. Neither LLAMA 3.2 3B (Lla) nor GEMMA 2 9B (Gem) manage any success there,

while DEEPSEEK-R1 14B (DS) has limited, but non-zero, proficiency. Similarly, the Con-

structive Algorithms category remains challenging: Gem shows a modest edge over DS, yet

both lag well behind PHI-4 14B. These patterns indicate that while model size and training

strategies may offer advantages (as seen with DEEPSEEK-R1 14B and PHI-4 14B), more

targeted refinements are needed for complex problem-solving topics.
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Table 4.3: Performance of LLAMA 3.2 3B (Lla), GEMMA 2 9B (Gem), PHI-4 14B (Phi),

and DEEPSEEK-R1 14B (DS) on the Top 10 topics in the selected Codeforces problems.

Topics Lla Gem DS Phi

Implementation 12.1% 15.8% 29.7% 67.0%

Math 5.4% 6.2% 11.2% 50.8%

Greedy 5.8% 4.0% 8.4% 51.1%

Brute Force 8.7% 8.7% 16.7% 50.0%

Sortings 3.5% 2.6% 12.3% 57.0%

Strings 27.6% 32.2% 39.1% 65.5%

Binary Search 0.0% 1.7% 6.8% 41.0%

Constructive

Algorithms
1.0% 4.0% 4.0% 38.4%

Dynamic

Programming
1.6% 2.1% 5.3% 32.1%

Data

Structures
0.0% 0.0% 5.7% 28.4%

4.4 Discussion

Building upon the findings outlined in the preceding section, this section delves into various

aspects related to the performance of the models. We investigate the self-consistency of each

model and delve deeper to identify the difficulty levels of questions answered correctly and

incorrectly. Furthermore, we analyzed the code proposed of each model to indicate the kind

of code structures used and showcase how far a small mode can propose a complex model.

We also analyzed the count of tests passed of the incorrect responses to indicate how far the

response was from being correct.

4.4.1 Self-consistency of Small Language Models for Code Generation

In Section 4.3.1, we analyzed the rate of solved problems by SLMs using pass@k, a widely

adopted metric in code generation evaluation. pass@k quantifies the probability that, among
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k generated solutions for a given problem, at least one is correct. While this metric provides

insight into a model’s accuracy across multiple attempts, it does not capture how consistently

a model produces correct solutions across multiple submissions for the same problem.

To address this, we introduce the concept of consistency in solved problem rates. Since

each problem is submitted three times, we analyze how many of the solved problems have at

least two correct solutions out of those three attempts. Wang et al. and Xiong et al. [104,109]

define consistency based on the equivalence of final answers, a criterion that is inadequate for

open-ended tasks like code generation. Given that each problem was submitted three times,

it is crucial to assess how consistently a model produces correct solutions across multiple

attempts. To address this, we introduce Semantic Consistency (SC), which measures the

proportion of problems for which a model generates at least 50% correct submissions out of

three attempts, regardless of variations in syntax or implementation.

We define Semantic Consistency as follows:

Semantic

Consistency
=

(
Nproblems with ≥50% of correct submissions

Nsolved problems

)
× 100%

This metric provides a deeper understanding of model reliability, capturing the stability

of correct responses across multiple submissions. By evaluating semantic consistency, we

gain insights into how robust a model is in generating correct solutions consistently, rather

than relying on a single correct response among multiple attempts.

Table 4.4 presents pass@3 and Semantic Consistency (SC), highlighting how reliably

models generate repeatable correct solutions among the problems they successfully solved.

All models exhibit high consistency, with SC values exceeding 60%, meaning that when

a model solves a problem once, it is likely to solve it correctly multiple times. GEMMA

2 9B (86.2%) and PHI-4 14B (77.5%) show the strongest consistency, indicating that an

overwhelming majority of their solved problems were correctly answered at least twice.

DEEPSEEK-R1 14B (64.2%) and LLAMA 3.2 3B (61.3%) also maintain a moderate rate of

repeatability, reinforcing their reliability in generating stable solutions.

These results emphasize that while pass@3 measures accuracy across all problems, Se-

mantic Consistency, when analyzed within solved problems, shows that models tend to be

stable and not merely generating correct answers by chance. Even models with lower accu-
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Table 4.4: Comparison of pass@3 and Semantic Consistency, with an analysis of model

consistency.

Models pass@3 SC
Consistency

Analysis

LLAMA 3.2 3B 11.1% 61.3%

Moderate consistent.

A problem is correctly solved

repeated in 61.3% of cases.

GEMMA 2 9B 10.4% 86.2%

Highly consistent.

Among solved problems, 86.2%

were correctly repeated.

DEEPSEEK-R1 14B 23.9% 64.2%

Moderate consistent.

Once a problem is solved, it is

answered correctly again

in 64.2% of cases.

PHI-4 14B 63.6% 77.5%

Highly consistent.

Nearly 77.5% of solved problems

were answered correctly

more than once.

racy, like LLAMA 3.2 3B and GEMMA 2 9B, still demonstrate a moderate ability to repeat

correct answers when they do solve a problem.

4.4.2 Rating Levels of the Problems Answered

In Codeforces, problem difficulty is indicated by an ELO-based rating system, which starts

around 800 for beginner-friendly questions and extends well beyond 3000 for expert-level

challenges. In this study, we focused on ratings up to 2100, selecting 20 problems from

each rating level. We set 2100 as the cutoff because this already represents a high level of

difficulty, where problem-solving becomes significantly more challenging. Additionally, the

overall success rate across models was low at this stage, making it a natural stopping point

for our experiment.

Figure 4.5 reveals that PHI-4 14B consistently outperforms all other models across every
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Figure 4.5: Performance of SLMs on Codeforces problems across difficulty levels. The x-

axis represents problem difficulty levels (ratings from 800 to 2100), while the y-axis indicates

the number of problems correctly solved out of 20 per level.

rating level considered. However, there is a clear downward trend in the number of solved

problems as the difficulty rating increases, a pattern shared by all the small models. This ob-

servation underscores both the relative strengths of each SLM at lower to mid-range ratings

and the significant challenges they encounter as problem complexity grows.

Each SLM demonstrates a unique range of problem-solving capabilities, aligning with

broader performance trends. LLAMA 3.2 3B primarily succeeds in solving problems within

the 800–1000 rating range, though it also manages to solve one problem each from the 1300,

1500, and 1700 levels. GEMMA 2 9B, on the other hand, covers a slightly broader spec-

trum, effectively handling problems rated 800–1200. However, its performance declines

beyond this range, with only a single problem from the 1600 level being successfully solved.

DEEPSEEK-R1 14B effectively solves problems within the 800–1500 rating range, demon-

strating a steady problem-solving capability up to this level. PHI-4 14B, in contrast, exhibits

the widest coverage, successfully addressing problems rated 800 through 2001. However, its

performance declines sharply beyond the 1500 threshold, suggesting that while it is capable

of solving higher-rated problems, its success rate decreases significantly as problem difficulty

increases. This pattern highlights PHI-4 14B’s ability to tackle a broad range of challenges,

albeit with diminishing consistency at more advanced levels. Consequently, our assessment

highlights both the distinct strengths of each model at lower to mid-range ratings and the
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challenges they face as problems become increasingly complex.

4.4.3 Costs

Running language models locally using Ollama can incur costs that depend largely on the

type of GPU and the duration of its operation. In our study, we executed experiments on

an NVIDIA GeForce RTX 3060 with 12GB VRAM, which has a TDP of approximately

170W [22]. We submitted 280 problems three times for each language model, totaling 840

submissions. The processing times varied considerably among the models: LLAMA 3.2 3B

and GEMMA 2 9B each completed their runs in 0.5 hours, PHI-4 14B took 6 hours, and

DEEPSEEK-R1 14B required 72 hours.

Considering the GPU’s power consumption and an average energy rate of $0.1/kWh in

Paraíba - Brazil [89], the estimated energy costs were approximately $0.01 for LLAMA 3.2

3B and GEMMA 2 9B, $0.1 for PHI-4 14B, and $1.2 for DEEPSEEK-R1 14B. These results

not only illustrate the significant impact of model complexity on execution time, but also

emphasize the feasibility of incorporating such models into everyday engineering workflows.

4.4.4 Analyzing the number of passed tests on unsolved problems on

PHI-4 14B Model

Since the PHI-4 14B model has solved the most problems, we aim to analyze the problems

it failed to solve in order to understand how close the model was to solving these challenges.

The Codeforces API provides a field called “Passed Test Count,” which indicates the number

of tests passed by the solution. Figure 4.6 illustrates the number of tests passed by the

proposed solution of the model for those problems it did not fully solve. This analysis

helps to assess the model’s performance and provides insights into its potential for solving

unsolved problems in the future.

As previously mentioned, each problem was submitted three times, and we classify a

submission as Incorrect if it fails to achieve at least two correct answers out of three attempts.

The graph reveals a striking trend: a significant portion of the unsolved problems failed

within the first test case. A deeper analysis of the data shows that, out of 306 incorrect

submissions, 252 failed on the very first test case. This is particularly concerning, as the
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Figure 4.6: Number of Tests Passed in Incorrect Submissions vs Rating on Model PHI-4

14B.
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initial test case is typically designed to mirror the problem statement’s example, ensuring

that even basic logic is correctly implemented.

On the other hand, there are cases where the model successfully passes a significant

number of test cases but still fails to solve the problem completely. For instance, in problem

“Checkposts” with rating 1700, which contains 137 test cases, the model managed to pass

70 before encountering a Runtime Error on test 71. This suggests that the generated solution

covered a wide range of scenarios, but wasn’t robust enough to fully solve the problem.

Another example is problem “Two Substrings” with rating 1500, where the model passed

34 out of 84 test cases before failing on test 35 with Wrong Answer. Interestingly, the model

attempted three different submissions: one correct solution, one that reached 34 passed tests,

and another that succeeded in just 7 cases. This indicates that while the model can be capable

of generating solutions that perform well across multiple scenarios, it may still struggle with

edge cases, ultimately leading to an incorrect classification.

4.4.5 Code Analysis of PHI-4 14B’s Solutions

Since PHI-4 14B successfully solved most of the problems, we conducted an in-depth anal-

ysis of its generated code to identify the structures and commands it commonly employs as

solutions. To achieve this, we used Python’s Abstract Syntax Tree (AST) to systematically

parse and quantify the occurrence of different syntactic constructs. This approach allows

us to uncover patterns in the model’s coding style and gain a deeper understanding of how

PHI-4 14B structures its solutions. By examining these structural tendencies, we can assess

the model’s ability to write modular, efficient, and idiomatic Python code.

The analysis of the code structures used by the PHI-4 14B model is shown in Table 4.5

and it reveals a pattern strongly based on conditional control structures and iterative loops.

The predominant use of “if” (628 occurrences) and “else” (250 occurrences) indicates that

the model makes decisions based on logical checks, which is expected in problems involv-

ing multiple input cases. Additionally, the presence of 57 occurrences of “elif” reinforces

the idea that many solutions require more complex branching, going beyond simple binary

conditions. This suggests that the model adopts a structured approach to handling different

scenarios within a problem.

The significant number of “for” loops (452 occurrences), along with a considerable
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amount of “while” loops (82 occurrences), demonstrates that the PHI-4 14B model makes

extensive use of iterative structures to process data, execute repetitive operations, and nav-

igate through collections. The dominance of for loops over while loops indicates that the

solved problems generally involve iterations over known sequences (such as lists and dic-

tionaries) rather than loops based on undefined conditions. This pattern is common in tasks

involving list processing.

Regarding data structures, a moderate use of lists (193 occurrences) and dictionaries (28

occurrences) is observed, with a significantly lower frequency of sets (5 occurrences). This

suggests that the model favors ordered and indexable structures, rather than sets, which are

more suited for operations based on uniqueness. The considerable number of list compre-

hensions (55 occurrences) also indicates that the model is capable of producing more concise

and efficient code in some situations, avoiding explicit loops when appropriate.

Finally, the analysis of function declarations and imports shows that the model structures

its code in a modular manner. The presence of 330 function definitions (def) highlights

the organization of the code into reusable components, which is essential for solving more

complex problems. Additionally, the use of imports (import and from ... import) in 204

occurrences suggests that the model frequently relies on external libraries to solve problems,

which may indicate an efficient approach by leveraging pre-existing functionalities, such

as numerical or string manipulation. This demonstrates that PHI-4 14B not only writes

functional code but also employs good practices in modularity and code reuse.

4.4.6 Evaluating PHI-4 14B after Cutoff Date

Since the PHI-4 14B model has a cutoff date of June 2024, we selected a set of six problems

released on Codeforces after this date to evaluate its performance. As these problems could

not have been included in GPT-4’s training data, they serve as a crucial benchmark for as-

sessing the model’s ability to generalize to unseen challenges. The selected problems were

published in Codeforces contests held between August 2024 and February 2025. Because

these problems are newly posted, their ELO ratings may not yet accurately reflect their true

difficulty. To mitigate this uncertainty, we specifically chose the first problem from each con-

test, as these are typically the most attempted. The selected contests span difficulty divisions

ranging from Div4 to Div2.
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Table 4.5: Code Structure Count of PHI-4 14B’s Solutions.

Code Structure Usage Count

lambdas 4

sets 5

from_import_statements 26

dictionaries 28

list_comprehensions 55

elif_statements 57

while_loops 82

import_statements 178

lists 193

return_statements 195

else_statements 250

functions 330

for_loops 452

if_statements 628

Table 4.6: Evaluation of Problems Released after the Cutoff date of PHI-4 14B.

Number of Correct Answers PHI-4 14B Problems Divs

3 Correct Answers 2 Div4

2 Correct Answers 2 Div4, Div2

1 Correct Answer 0 -

0 Correct Answer 2 Div3, Div4

As shown in Table 4.6, the PHI-4 14B model demonstrated strong performance on Div4

problems, successfully solving all test cases in two instances and partially solving two others

(2 correct answers). This suggests that the model effectively handles introductory challenges.

Additionally, its ability to achieve 2 correct answers on a Div2 problem indicates potential

for tackling more advanced tasks, though it still struggles to comprehensively address all test

cases.

Conversely, the model failed entirely on two problems from Div3 and Div4, highlighting
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its limitations even at intermediate difficulty levels. This pattern suggests that while PHI-4

14B can reliably solve straightforward problems, its robustness diminishes as complexity

increases.

4.5 Threats to Validity

The study on the performance of Small Language Models like LLAMA 3.2 3B, PHI-4 14B,

DEEPSEEK-R1 14B and GEMMA 2 9B in generating code from natural language descrip-

tions, while illuminating, faces some threats to its validity. These threats can be categorized

into internal and external validity threats, alongside construct and conclusion validity con-

cerns:

4.5.1 Internal Validity

Problem Selection Bias: The programming problems selected from Codeforces might not

cover all possible types of programming challenges, or may favor certain problem-solving

paradigms. This could skew the evaluation towards models that perform better on these

specific types of problem.

Formatting Loss: The problems were submitted in a textual form, meaning the text was

extracted from the platform and submitted into SLM. Therefore, formatting loss may occur.

To ensure consistency, the author preserved the original structure and format of the problem

as presented on the platform, making an effort not to add or remove any line break.

Evaluation Criteria: Regarding the assessments of submissions, we assume that the

platform’s answers are correct. This approach is based on the widespread use of the platform

by various developers. Any failure or error in the correction of questions would likely be

identified and reported by the community, allowing for timely correction of these issues.

Success Criteria: Due to the probabilistic nature of the models, a correct answer may

be generated by chance in one of the three submissions, which could introduce bias into

the results. To mitigate this, the success criterion is defined as self-consistency—requiring

that the model correctly solves at least two out of three attempts, ensuring more reliable

performance evaluation.

Complexity of Problem Requirement Documents: A notable observation is that many
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problems originate from the Codeforces platform, which exhibits a higher complexity level

in its problem statements. To prevent this, we addressed many different topics of problems,

as well as different levels of problems.

4.5.2 External Validity

Generalization to Real-world Programming: The programming problems used in the

study might not accurately reflect the complexity and diversity of real-world programming

tasks. Thus, the models’ performance in this controlled setting may not directly translate to

effectiveness in practical coding scenarios.

Evolution of Models: These Small Language Models are rapidly evolving, with newer

versions being released frequently. The findings may quickly become outdated, limiting the

generalization of the study’s conclusions over time.

4.5.3 Construct Validity

Evaluation of Correctness: How correctness is defined and measured in solving program-

ming problems can significantly affect the outcomes. How our metric for success does not

comprehensively capture the quality of the code generated in terms of efficiency, readability,

or adherence to best practices, it may not accurately reflect the models’ true capabilities.
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Related work

The evaluation of LLMs’ coding capabilities has been conducted through different ap-

proaches. The first approach establishes benchmarks using datasets specifically designed

to measure the performance of LLMs, such as HumanEval, MBPP, APPS. The second ap-

proach utilizes coding competition and practice platforms like LeetCode and BeeCrowd to

directly test these capabilities [43].

Table 5.1 lists the main studies that evaluate LLMs in generating code from natural lan-

guage. This table summarizes the key topics covered in these works, including the LLMs

evaluated, the dataset used for testing, the programming language of the generated code,

count of multiple attempts at problem submission, the usage of agentic approach, usage of

metamorphic testing, and the small fix on requirement document.

The most cited models are GPT-3.5, Codex, GPT-J, GPT-4, and a variety of specialized

models like CodeBERT, GraphCodeBERT, and AlphaCode-C. The tests are conducted with

different datasets such as HumanEval, LeetCode, and CodeXGLUE, which include compet-

itive programming problems and coding challenges in various languages like Python and

Java. The research varies in terms of the number of tasks, attempts, and prompt styles used,

providing a comprehensive view of the effectiveness of LLMs in automated code production.

Additionally, the table highlights the lack of metamorphic testing, an essential technique

for evaluating the robustness and consistency of the models. None of the approaches men-

tioned use modifications to the requirements documents (RDs) to test the models’ ability to

adapt in different scenarios or fine-tune during execution, which may limit the generalization

and accuracy of the models in real-world situations. Most of the studies also do not adopt an
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Table 5.1: Summary of related work on LLMs coding generation task from natural language.
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agent-based approach, where the model interacts proactively to refine or improve the gener-

ated code based on continuous feedback, which could enhance the efficiency and quality of

the solutions generated.

Finally, the language of the requirements documents in all studies is predominantly En-

glish, reflecting the dominance of the language in LLM research for programming tasks. This

may be a limitation, especially in contexts where technical documentation is not necessarily

in English, or where other programming languages and frameworks are more prevalent. The

use of English as the standard for input data may also affect the applicability of the mod-

els in different software development contexts, raising questions about the adaptability and

transferability of models to other languages and cultures in automated coding.

In their study, Hou and Ji [43] evaluated the performance of LLMs such as GPT-4,

Claude 2, LLaMA 2, GPT-3.5, Gemini Ultra, Gemini Pro, and Code LLaMA in code gen-

eration tasks using competitive programming platforms like LeetCode and GeeksforGeeks,

with problems across three difficulty levels and allowing up to five attempts. The experiment

utilized six different prompt strategies, including main approaches like Repeated Prompt,

where the task is repeatedly presented to the LLM; Multiway Prompt, where five different

solutions are generated; Feedback Prompt, where the error message from the previous at-

tempt is used as input; and Feedback CI Prompt, where GPT-4 evaluates the test cases using

the code interpreter (CI). In contrast, our study evaluates LLMs like GPT-4, CLAUDE 3

SONNET, LLAMA 3, and GEMINI PRO 1.0 on code generation tasks for competitive pro-

gramming platforms such as LeetCode and BeeCrowd, with a maximum of three attempts,

also using problems across three difficulty levels. We employed the Feedback Prompt strat-

egy and expanded upon this research by categorizing the problems, analyzing errors raised

during failed attempts, addressing potential data leakage, making a manual analysis of the

requirement document to rephrase problems that are not solved by ambiguous statement and

publishing the dataset used.

Yan et al. [112] conducted a study to evaluate the performance of ChatGPT (GPT-3.5),

GPT-Neo, CodeRL on code generation from tasks of levels Introductory, Interview and Com-

petition. They used APPS dataset to assess the effectiveness of GPT-3.5, and compared the

solution generated by the LLMs and a ground-truth solution. Besides that, they evaluated the

code quality in terms of “code cleanness”. However, this research employs a prompt strategy
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that provides the test cases used to evaluate the problems directly to the LLM, which may

result in biased outcomes. Additionally, the researchers do not delve deeply into the cate-

gorization of the problems, nor do they address the issue of data leakage, even though the

dataset used may have been part of GPT-3.5’s training data.

Kabir et al. [50] analyzed GPT-3.5’s responses to 517 Stack Overflow questions to assess

the correctness, consistency, conciseness, and comprehensiveness of the model’s responses

using a manual analysis. The Stack Overflow’s questions used on the study are selected

based on sub-categories such as Conceptual, How-to, Debugging, Popularity and Recency.

This research showed that 52% of them contain incorrect information, 78% are inconsistent

from human answers, 35% lack comprehensiveness, and 77% contain redundant, irrelevant,

or unnecessary information. In contrast to this study, our research utilizes a dataset of com-

petition problems from LeetCode and BeeCrowd, offering a more structured and controlled

approach to analyzing the correctness of the answers provided by the LLMs.

In the work of Sakib et al. [85], is evaluated the code correctness of solutions generated

by GPT-3.5 for LeetCode problems in two attempts. The problems range across three dif-

ficulty levels and address various topics such as Hash Table, Math, Two Pointers, Arrays,

etc. Additionally, is discussed on the study the runtime and memory usage of the solutions

proposed by the LLM. On our study, it was used the same strategy of prompt but using three

attempts to submit the problems, we also expanded upon this research by analyzing errors

raised during failed attempts, addressing potential data leakage, making a manual analysis of

the requirement document to rephrase problems that are not solved by ambiguous statement

and publishing the dataset used.

Dong et al. [25] presents an approach based on agents’ communication. They created a

self-collaboration framework for code generation employing LLMs. In this scenario, mul-

tiple LLM agents act as distinct “experts”, each responsible for a specific subtask within

a complex task, they collaborate and interact, so that different roles form a virtual team to

facilitate each other’s work. As a result, the virtual team addresses code generation tasks

collaboratively without the need for human intervention. Using this methodology, they as-

semble a team consisting of three LLM roles (analyst, coder, and tester) responsible for

software development’s analysis, coding, and testing stages. Experimental results indicate

that self-collaboration code generation relatively improves 29.9–47.1% compared to the base
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LLM agent.

Another way to explore agentic approach was presented by Jiang et al. [49], they intro-

duced a planning stage into code generation to help the LLM understand complex intent and

reduce the challenges of problem-solving. In their work, it was proposed a self-planning

code generation approach, which consists of two phases, namely planning phase and imple-

mentation phase. Using this method, LLM plans out concise solution steps from the intent

combined with few-shot prompting. Subsequently, in the implementation phase, the model

generates code step by step, guided by the preceding solution steps. Experimental results

show that self-planning code generation achieves a improvement of up to 25.4% compared

to direct code generation, and up to 11.9% compared to Chain-of-Thought of code genera-

tion.

Most of the studies analyze coding generation task on iterative coding tasks, using

datasets like HumanEval or APPS. Going contrary to that, Nichols et al. [73] performed

an experiment to study the capabilities of state-of-the-art language models to generate paral-

lel code. In order to evaluate LLMs, they created a dataset, ParEval, consisting of prompts

that represent 420 different coding tasks related to scientific and parallel computing. In the

paper, they introduced two metrics for evaluating the runtime performance and scaling be-

havior of the generated parallel code. As a result, they found that LLMs are significantly

worse at generating parallel code than they are at generating serial code.

Exploring a different format of input for LLMs, Bingyang Wei’s study [107] presents a

“Progressive Prompting” method that enables software engineers to interact with LLMs in a

stepwise, iterative manner. This approach allows the LLM to process comprehensive project

files, including glossaries, scope, and use cases, as input. Through Progressive Prompting,

the LLM progressively addresses software development tasks, starting with interpreting the

provided requirements to identify functional requirements. It then uses these requirements

to create object-oriented models, followed by generating unit tests and code based on the

developed designs. This study highlights the potential of integrating LLMs into the software

development workflow, significantly improving both efficiency and quality.
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Conclusions

In this work, we conduct an in-depth analysis of the performance of several prominent LLMs

such as GPT-4, GEMINI PRO 1.0, LLAMA 3, and CLAUDE 3 SONNET in generating code

for programming challenges sourced from platforms like LeetCode and BeeCrowd. Addi-

tionally, we examine the performance of smaller LMs, including LLAMA 3.2 3B, GEMMA

2 9B, DEEPSEEK-R1 14B and PHI-4 14B, through an automated approach, with a particu-

lar emphasis on code generation tasks sourced from the Codeforces platform. This analysis

sheds light on the practical potential and advancements of Language Model technologies,

emphasizing their evolving role and influence in the field of Software Engineering.

In the analysis of Large Language Models, GPT-4 stands out with superior performance,

achieving a 78% accuracy rate in providing correct responses. In contrast, the other models

perform below 71% in terms of accuracy. The study also highlights a significant disparity

in the models’ ability to tackle problems from LeetCode and BeeCrowd platforms. Specif-

ically, while 95% of the problems from LeetCode are answered correctly, only 31% of the

BeeCrowd problems yield correct solutions. Despite demonstrating strong performance on

LeetCode, this stark contrast emphasizes the models’ weaknesses on BeeCrowd, indicating

areas in code generation that require further refinement.

The observed discrepancy in accuracy between the platforms can be attributed to the

distinct nature of their problem requirements. BeeCrowd’s challenges are often designed

for competitive programming scenarios, incorporating narrative elements with fictional and

playful components. These challenges are intentionally crafted with a level of ambiguity,

adding complexity and requiring the models to navigate through unclear or creatively con-
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structed contexts. On the other hand, LeetCode’s problems are typically characterized by

straightforward, precise instructions, with a strong emphasis on assessing specific technical

skills. The absence of unnecessary complexity in LeetCode problems allows for more direct

evaluation, which likely contributes to the models’ higher success rate on this platform.

The GPT-4 model achieved 100% accuracy on problems from the LeetCode platform,

which is why no errors were recorded for this model. For the other models, across both Leet-

Code and BeeCrowd, the most frequently encountered error was “Wrong Answer” indicating

that the generated code failed to pass all test cases.

On the BeeCrowd platform, which exhibited a higher overall number of errors, additional

frequent issues emerged, such as “Time Limit Exceeded,” where the code exceeded the al-

lowed execution time, followed by “Runtime Error,” indicating failures during execution due

to factors like memory access violations or division by zero.

Regarding problem difficulty, the analyzed models exhibit a clear trend in their perfor-

mance on the BeeCrowd platform. Easy problems have the highest success rate, followed

by medium, with hard problems being the least correctly solved. However, this pattern con-

trasts with the results from LeetCode, where the models were able to correctly solve prob-

lems across all difficulty levels, demonstrating a more consistent performance regardless of

complexity.

For the Small Language Models, the evaluation was conducted using problems from the

Codeforces platform. Among the evaluated models, PHI-4 14B displayed superior perfor-

mance, successfully solving 49% of the submitted problems, including more challenging

tasks with ratings as high as 2000. In contrast, the smaller models, GEMMA 2 9B and

LLAMA 3.2 3B, showed significantly lower performance, with correct solutions for only 8%

of the problems. The LLAMA 3.2 3B model’s solutions were mostly limited to problems

with ratings ranging from 800 to 900, while GEMMA 2 9B managed to solve problems with

ratings up to 1300. This highlights the varying degrees of capability among these models,

with PHI-4 14B excelling at more complex problems, while the smaller models demon-

strated a more constrained range of successful problem-solving.

For smaller models, the most frequently encountered error across all three analyzed mod-

els is “Wrong Answer” indicating that the generated solution fails to pass all test cases. This

is followed by “Runtime Error” which often stems from issues such as defining an array
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with insufficient capacity or attempting to access an invalid memory location, highlighting

potential weaknesses in memory management and problem constraints handling.

It is important to note that Codeforces problems are typically designed for competitive

programming, often with greater complexity and intricacy. Despite these challenges, this

analysis aims to provide insights into how different sizes of small models perform in han-

dling such problems, showcasing the varied capabilities of these models in a demanding

competitive environment.

For the Codeforces problems, we use the ELO rating system to determine difficulty lev-

els. A clear trend emerges across all three analyzed small models: as the problem rating

increases, the number of correct solutions declines. This drop becomes particularly steep

beyond the 1500 rating, where PHI-4 14B’s success rate falls from 11 correct solutions to

just 4, with no recovery beyond that point.

Our analysis highlights significant performance disparities among LLMs in code genera-

tion tasks across different platforms. GPT-4 demonstrated outstanding accuracy, particularly

on LeetCode, while other models struggled, especially with BeeCrowd problems, which

feature greater ambiguity and complexity. Among SLMs, PHI-4 14B showed the high-

est success rate, particularly in handling more challenging Codeforces problems, whereas

the smaller models, GEMMA 2 9B and LLAMA 3.2 3B, exhibited limited problem-solving

capabilities. Additionally, a consistent trend was observed across all models: as problem

difficulty increased, accuracy declined, with error patterns revealing critical areas for im-

provement, such as handling edge cases, optimizing execution time, and improving memory

management. These findings emphasize the evolving strengths and limitations of current

LLMs in software engineering tasks, underscoring the need for further advancements in

model robustness and adaptability.

6.1 Implications of Utilizing LLMs for Code Generation

The utilization of LLMs such as GPT-4, GEMINI PRO 1.0, LLAMA 3, CLAUDE 3 SONNET

in software engineering can offer several advantages but also comes with cons. For software

engineers, these models can be advantageous as they can assist in code generation, provide

solutions to programming problems, and speed up some aspects of software development.
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However, as evidenced, all the models do not achieve 100% accuracy, so programmers

should not see them as substitutes. They may not always produce accurate or optimal code,

and there could be challenges related to code quality, performance optimization, and security

considerations. Software engineers should not rely solely on LLM-generated code but rather

use it as a supplement to their expertise and judgment.

For students, there is the advantage of having an assistant to explain content and clarify

doubts, but there are also disadvantages, as the models evaluated here may provide incorrect

answers and the student may not be equipped to detect the error.

In summary, while LLMs can be valuable tools in software engineering for tasks such

as code generation and problem-solving, software engineers must approach their usage with

caution and critical thinking to evaluate the generated response and not use it without proper

testing.

6.2 Study Limitations and Future Directions

Despite revolutionizing the code generation landscape and delivering impressive perfor-

mance across a variety of tasks, LMs still face significant challenges that limit their ap-

plicability in real-world software development. Many of these limitations arise from the dis-

connect between academic benchmarks and practical coding environments. While models

tend to perform well on controlled datasets, their effectiveness often declines in production

settings due to factors such as ambiguous problem descriptions, computational constraints,

and the lack of deeper contextual reasoning. Overcoming these challenges requires advances

in model robustness, improved handling of edge cases, and better alignment with industry

requirements to ensure reliable and maintainable code in realistic development scenarios.

A key direction for addressing this gap lies in expanding the scope of code generation be-

yond isolated function-level tasks to repository- and system-level challenges. In day-to-day

development, programmers frequently face a broad spectrum of complex problems involv-

ing interdependent modules, architectural constraints, and domain-specific logic [58, 118].

Although LMs have shown notable success in generating self-contained code snippets, they

continue to struggle with unseen problems that demand cross-file reasoning and high-level

design decisions. Tackling such scenarios requires language models to evolve into more
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capable problem solvers, able to reason not only about algorithms, but also about code orga-

nization, scalability, and long-term maintainability.

As a continuation of this research, we conducted a deeper evaluation focused on SLMs,

published in a follow-up study [91]. This work benchmarked five open SLMs on a di-

verse set of Codeforces problems, extending the analysis to include multi-language exper-

iments and qualitative error inspections. Building on these insights, future work will ex-

plore the use of agent-based workflows with SLMs. Recent studies have demonstrated the

effectiveness of such approaches in tasks like test smell detection and automated refactor-

ing [65], suggesting that multi-agent collaboration could enhance the reasoning capabilities

of SLMs—particularly when tackling complex, multistep programming challenges in com-

petitive and professional environments.
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